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Executive Summary

he Trans-Alaska Pipeline System (TAPS) was

constructed from 1974 through 1977 through the

central portion of Alaska on a right-of-way granted
by federal, state, and private landowners. The Federal Agree-
ment and Grant of Right-of-Way for the Trans-Alaska Pipeline
System (Federal Grant) was issued on January 23, 1974, and
the State Right-of-Way Lease for the Trans-Alaska Pipeline
(State Lease) was issued on May 3, 1974. Both the Federal
Grant and State Lease were for a period of 30 years. On May
2, 2001, the current owners of TAPS applied for renewal of
the Federal Grant and State Lease for a period of 30 years
beyond the current expiration dates. The TAPS is operated by
the Alyeska Pipeline Service Company (APSC) asan agent for
the TAPS Owners. Regulation and oversight of TAPS is per-
formed by six federal and seven state agenciesworking within
the Joint Pipeline Office (JPO).

This report summarizing the current condition of TAPS has
been prepared to support the evaluation of the request for re-
newal of the Federal Grant and State Lease. While TAPS is
more than 25 years old, it still remains a very robust system.
Anillustration of thedurability of the pipelineisitsresponseto
the large earthquake in central Alaska on November 3, 2002.
Although there was extensive damageto public roads and other
facilitiesin this area, the pipeline suffered only minimal dam-
age. It was quickly and safely shutdown with no oil being
released. Temporary repairs were made and oil began flowing
through the pipelinewithin three days. The TAPSisbeing evalu-
ated for any structural damage and repairs will be made as
appropriate.

Since startup, the TAPS has delivered aimost 14 billion bar-
rels of crude oil from the North Slope of Alaskato the Valdez
Marine Terminal (VMT) on Port Vadez, operating 99.6% of
the time. The pipeline’s high degree of reliability is aresult of
its engineering design, use of quality products and construc-
tion techniques, prudent operation of the system, vigilant over-
sight by federal and state regulatory agencies, and
implementation of athorough monitoring and maintenance pro-
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gram. A key element of this program is replacing components
to ensure system integrity or to take advantage of technologi-
cal improvements and efficiencies.

Since startup in June 1977, the TAPS facilities have been
continually inspected, maintained, and upgraded to ensure safe
operations. Many of these activities have been minor (such as
routine maintenance of system components including pumps,
motors and valves, or upgrading of computer and telecommu-
nications system components), whereas others have been ma-
jor construction projects (including the replacement of five
pipeline valves and 8.5 miles of pipeline in the Atigun River
valley, and the construction of the biological treatment tanks
and tanker vapor control system at the VMT). These upgrades
and maintenance activities resulted from the cooperative inter-
action between JPO and APSC to proactively address issues
related to pipeline operations and are discussed in this report.
Thefederal and state regulatory agenciesresponsiblefor moni-
toring TAPS operations have the authority to issue orders com-
pelling corrective actions to ensure continued safe operations.

The TAPS was designed and constructed to function reli-
ably in Alaska's harsh environment. Specia features were in-
corporated into the pipeline design to address issues such as
permafrost and corrosion control. The integrity of the pipeline
and the components necessary for safe operation are inspected
both visually and through the use of sophisticated instruments
such as pigs that can monitor the wall thickness of the pipe.
Portions of the pipe demonstrating significant metal loss (such
that the estimated remaining wall thickness is less than that
allowed in applicable engineering codes and standards) are re-
paired (sleeved) or replaced. The corrosion control manage-
ment plan developed for TAPS by APSC in conjunction with
JPO is considered a model for the pipeline industry.

The monitoring and maintenance program is a key to pre-
serving safe operations of TAPS. The Reliability Centered
Maintenance (RCM) strategy is currently being instituted for
use on TAPS to support this need. The RCM processis a pre-
scriptive approach that can be used to identify the maintenance
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needs of a physical asset to ensure operational safety, environ-
mental responsibility, and functional reliability. The RCM analy-
sesidentify and document the rel ationship between equipment
maintenance strategies and the preservation of associated sys-
tem and subsystem functions. While the RCM process is a
state-of -the-art method for identifying maintenance strategies,

the effectiveness of such an approach is dependent on the
current condition of the asset being maintained. As described
in this report, the TAPS is in good condition and the RCM
process can be effectively used to ensure continued safe op-
eration for the foreseeable future.
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Thefollowing isalist of acronyms and abbreviations (including units of measure) used in this document.

AAC AlaskaAdministrative Code LvB line volume balance
ADNR Alaska Department of Natural Resources MAOP maximum allowable operating pressure
AFFF aqueous film forming foam mg/I milligramsper liter
AKOSH AlaskaOccupational Safety and Health MGV manual gatevalve
ANSC AKOSH/NEC Safety Compliance MLR main linerefrigeration
ARTS Alyeska Radio Telephone System MP Milepost
ASME American Society of Mechanical Engineers MTU master terminal unit
AP American Petroleum Institute MW megawatt
APSC AlyeskaPipeline Service Company NEC National Electrical Code
bbl barrel(s) NPDES National Pollution Discharge Elimination System
BCS Backbone Communication System OocCcC Operations Control Center
BLM Bureau of Land Management OPS Office of Pipeline Safety
BTT biological treatment tank OSHA Occupational Safety and Health
BVCS Block Valve Communication System Administration
BTEX benzene, toluene, ethylbenzene, and xylene PC personal computer
BWTF Ballast Water Treatment Facility PE professional engineer
CB citizen’s band PLC programmable [ogic controller
CFR Code of Federal Regulations PS pump station
CKV check valve PSR Pipeline Surveillance Report
CIs closed interval (over-the-line electrical ps pounds per square inch
potential) survey psig pounds per square inch gauge
CMP Comprehensive Monitoring Program RCM Reliability Centered Maintenance
DAF dissolved-air flotation RGV remote gate valve
DOl U.S. Department of the Interior ROW right-of -way
DOT U.S. Department of Transportation RTU remote terminal unit
DRA drag reducing agent SCADA supervisory control and data acquisition
DSMA digital strong motion accelerator SCFH standard cubic feet per hour
EMS earthquake monitoring system TAPS Trans-Alaska Pipeline System
ER environmental report TK tank
ERB Emergency Response Building TSI Technical Service Instrument
1= degrees Fahrenheit TSS total suspended solids
FEIS final environmental impact statement TVB transient volume balance
FLIR Forward Looking Infrared TVMMP TAPS Valve Maintenance Management Plan
GUI graphical user interface UPS uninterrupted power supply
JPO Joint Pipeline Office VHF very high frequency
kv kilovolt VMT Valdez Marine Terminal
kw kilowatt VOC volatile organic compound
LEFM leading edge flow meter VSM vertical support member
LEL lower explosivelimit
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Chapter 1

Background

he Trans-Alaska Pipeline System (TAPS) consists

of an 800-mile, 48-inch-diameter crude oil pipeline

that runs from Prudhoe Bay to Port Valdez; 11 pump
stations; the Valdez Marine Terminal (VMT); and various sup-
port facilities. The pipeline is elevated aboveground for 420
miles and buried for the other 380 miles. The pump stations
were built to move oil through the pipeline, and four of these
are now on standby. The VMT on Prince William Sound has
storage facilities for 9.18 million barrels (bbl) of oil and load-
ing berths that can accommodate four tankers at a time, al-
though normal scheduling is one tanker at a time. Except for
occasional brief shutdowns for maintenance and repair, the
pipeline has operated continuously since its startup in June
1977.

The TAPS is a complex system that moves crude oil from
the North Slope of Alaskato the VMT. Since startup in 1977,
the TAPS has delivered aimost 14 billion bbl of crude oil. The
TAPS was designed to move about 1.8 million bbl per day, and
the peak daily throughput of 2.136 million bbl per day was
reached in 1988. The current throughput is about 1 million bbl
per day, which represents about 17% of the total domestic
United States crude oil production. The crude oil travel time
through the pipeline at the current flow rate is about 9 days.

The TAPS was constructed from 1974 to 1977 on aright-
of-way (ROW) granted by federal, state, and private landown-
ers, the TAPS facilities occupy about 16.3 sguare miles in
Alaska. (While TAPSisauthorized under anumber of separate
ROWSs, common usage is to refer to these as a single ROW).
The Federal Agreement and Grant of Right-of-Way for the
Trans-Alaska Pipeline System (Federal Grant) was issued on
January 23, 1974, and the State Right-of-Way Lease for the
Trans-AlaskaPipeline (State L ease) wasissued on May 3, 1974.
Both the Federal Grant and State Lease are for a period of 30
years.

The current owners of TAPS applied for renewal of the
Federal Grant and State Lease on May 2, 2001. The renewal
application for the Federal Grant was provided to the Bureau
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of Land Management (BLM) of the U.S. Department of the
Interior (DOI), and the renewal application for the State L ease
was provided to the Alaska Department of Natural Resources
(ADNR). The current TAPS owners are seeking renewa of
the Federal Grant and State Lease for 30 years beyond the
current expiration date. Thisreport describing the current con-
dition of TAPS has been prepared to assist in the renewal pro-
cess for the Federal Grant and State Lease.

The TAPSisoperated by the Alyeska Pipeline Service Com-
pany (APSC) as an agent for the TAPS Owners. The six owner
companiesare BP Pipelines (Alaska), Inc. (46.9263%); Phillips
Transportation Alaska, Inc. (26.7953%); ExxonMobil Pipeline
Company (20.3378%); Williams Alaska Pipeline Company,
L.L.C. (3.0845%); Amerada Hess Pipeline Corporation
(1.5000%); and Unocal Pipeline Company (1.3561%).

Regulation and oversight of TAPS is performed by a num-
ber of federal and state agenciesworking within the Joint Pipeline
Office (JPO). The JPO isaconsortium of six federal and seven
state of Alaska agencies and is jointly managed by the BLM
and the ADNR (Table 1). The JPO cooperative structure was
formed in 1990. Theindividual agenciesthat make up the JPO
receivetheir regulatory authority through federal and state laws
and regulations. Each JPO agency retainsitsindividual author-
ity within this structure to accomplish oversight and regula-
tory goals.

The TAPS was designed and constructed to function reli-
ably and safely in the harsh environment of Alaska. While the
construction of TAPS was a major undertaking, it relied on
proven engineering design and construction techniques. Spe-
cial features were incorporated into the design of the pipeline
to address environmental conditions such as permafrost. All
but the very southern end of the pipeline traverses permafrost
conditions. Astheonly oil transportation link to the North Slope,
the pipeline had to have sufficient integrity to withstand arctic
conditions. The pipeline was designed and constructed accord-
ing to an approved quality assurance and control program.

Section 9 of the Federal Grant and Section 16 of the State
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Table 1. Joint Pipeline Office

Sate Agencies:

Department of Natural Resources: Administers state-
owned land, as well as rights granted in land-use leases,
permits, material sales, water rights, and water use.

Department of Environmental Conservation:
Regulates and issues permits to operate facilities that may
affect air quality, generate waste, hazardous material
treatment storage and disposal, or oil spill contingency plan
approval.

Department of Fish and Game: Regulates activities
affecting fish passage, anadromousfish streams, and hazing
of wildlifein connection with ail spills.

Department of Labor: Reviews practices and procedures
pertaining to occupational safety and health; mechanical,
electrical and pressure systems; and wage and hour codes
to protect employees of the pipeline company.

Division of Governmental Coordination: Coordinates
review of projects under the Alaska Coastal Management
Program and consolidates state comments on National
Environmental Policy Actissues.

Alaska State Fire Marshal’s Office: Concentrates on
fireand safety inspections, planreviews, fireinvestigations,
and public safety education.

Department of Transportation/Public Facilities:
Provides design, construction and maintenance of primary
and secondary land and marine highways and airports.

Federal Agencies:

Bureau of Land Management: Under the Department
of the Interior, administers 88 million acresof publiclands
inAlaska. Issuesand administersrights-of-way and permits
for land use and cultural survey activities, and material
sales related to pipeline use on federal land.

Department of Transportation/Office of Pipeline
Safety: Regulates the transportation by pipeline of
hazardousliquids and gases, aswell asdrug testing related
to pipeline safety, and conducts inspections of TAPS.

Environmental Protection Agency: Worksin partnership
with theAlaska Department of Environmental Conservation
to administer regulatory programs such as the Clean Air
Act, Clear Water Act, and Oil Pollution Act.

U.S. Coast Guard: Issues permits for structures over
navigable watersand oversees vesselsand terminal safety.

U.S. Army Corps of Engineers: Issues approvals of
structures or activities in navigable waters and approvals
of placement of dredged or fill material in waters of the
U.S. including wetlands.

Minerals Management Service: Manages the nation’s
natural gas, oil, and other mineral resources on the outer
continental shelf.

L easerequire APSC to establish and maintain acomprehensive
quality control program. Thisprogram isdescribed in the Qual-
ity Control Manual (QA-36). This manua and APSC imple-
menting procedures are designed to ensure compliance with
all applicable agreements, codes, standards, stipulations, and
regulationsduring al phasesof activitiesincluding design, modi-
fication, operation, maintenance, and ultimately termination of
TAPS. The purpose of the quality control program is to assure
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APSC management, the public, and regulatory agencies that
TAPS complies with the environmental and technical stipula-
tions, operates reliably, and satisfies technical and other re-
guirements intended to protect the health and safety of the
public and TAPS workers as well as the environment.

Since startup in June 1977, the TAPS facilities have been
continually inspected, maintained, and upgraded to ensure con-
tinued safe operations. In addition to routine maintenance ac-
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tivities, anumber of major improvements (defined as projects
costing in excess of $5 million) have been made to TAPS;
those projects completed since 1987 are identified in Table 2.
According to APSC, about $1.2 billion has been spent on up-
grade projects since 1987; the total cost of all projects includ-
ing major maintenance work during this period isapproximately
$2.5 billion (TAPS Owners 2001a). These upgrades have im-
proved the overall quality and reliability of the pipelineand re-
duced the likelihood for leaks or other failuresin the future.

This report has been prepared to summarize the current
condition of selected TAPS systems necessary for safe and
efficient operation of the pipeline. Since startup, the TAPS has
operated 99.6% of the time, and much of the downtime (less
than 1,000 hours over the 25-year period) was to perform
scheduled maintenance activities. While TAPS has delivered
almost 14 billion bbl of crudeoil tothe VMT, only about 31,600
bbl (or 0.002%) has been spilled, and more than half of this
amount was due to sabotage events. The high degree of reli-

Table 2: Major Upgrades to the Trans-Alaska Pipeline System since 19872

Description of Upgrade Cost (Mil$)°  Time Frame (yrs)
Electrical system upgrades to safety codes 177.6 1993-1995

Qil spill responseimprovements 144.0 1989-2000
Tanker vapor control system at the VMT 101.7 1994-1997
Replacement of pipeline at Atigun Pass 91.4 1990-1991
Updates of engineering drawings 69.0 1993-2002
Improvements to pigging technology (approximately 50 pig runs since 1978) 50.0 1978-2001
Upgrades to controls and repair of Valves 74, 122, 80, and 60 43.8 1997-2000
Biological treatment tanks for Ballast Water Treatment Facility at the VMT 37.0 1990-1991
Corrosion protection program improvements for the pipeline (state cooperative program) 26.3 1996-2000
Corrosion protection for storage tanks at the VMT and pump stations 25.0 1997-2001
Computer system upgrades to address Y 2K concerns 21.9 1998-2000
Refurbishment of berth loading systems at the VMT 15.6 1999-2001
Refurbishment of firewater piping at the VMT 11.7 1999-2001
Improvements to fire suppression system at the VMT tank farm 10.8 1999-2001
Installation of fiber optic communication system (oversight support) 9.3 1997-1999
Upgrades to vapor control flare at Pump Station 1 7.4 1993-1995
Installation of backpressure control/slackline at Thompson Pass 6.9 1997
Upgrades to workpad bridges 5.8 1998-1999
Improvements to leak detection capabilities (transient volume balance) 5.0 1997-1999
Construction of check valve vaults 5.0 1998-2000
Use of drag reducing agent (cost is offset by operational savings) NA Ongoing
Upgrades to system security (cost is confidential) NA Ongoing
Total 865.2

@ The information in this table was provided by APSC and includes projects in excess of $5 million. According to APSC, the total cost
of upgrades since 1987 isabout $1.2 billion; the total of all projectsover the lifetime of TAPSis approximately $3 billion (TAPS Owners
2001b). An upgrade includes either an improvement to TAPS or an extension of its useful life. This table does not include annual
maintenance expenditures for corrosion protection and other routine activities. The annual cost to operate and maintain TAPS ig
about $400 million.

® The costs given here represent expenditures at the time the activities were undertaken and are not adjusted for inflation.
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ability of the pipelineisaresult of its engineering design, use
of quality products and construction techniques, prudent op-
eration of the system, vigilant oversight by federal and state
regulatory agencies, and implementation of a thorough moni-
toring and maintenance program. The importance of the moni-
toring and maintenance program increases as the system ages
to identify facilities and equipment that need to be maintained.
A key element of this program is replacing components to en-
sure system integrity or to take advantage of technological
improvements and efficiencies.

The JPO uses the Comprehensive Monitoring Program
(CMP) for oversight of TAPS. The JPO has issued 12 CMP
reports since 1997 addressing a number of issues associated
with TAPS operations. The recently issued CMP report, TAPS
Maintenance & Sustained Useful Life, January 2001 — May
2002, provides a summary of activities conducted to date to
evaluate and improve the monitoring and maintenance program
for TAPS (JPO 2002). As noted in this report, the physical life
of specific TAPS componentsis dependent upon (1) the origi-
nal design criteria, (2) the materials used to construct the fa-
cilities, (3) theinstallation and construction techniques, (4) the
procedures used to maintain and replace components as nec-
essary, and (5) the ongoing maintenance program. An aggres-
sive and thorough maintenance program is essential to ongoing
safe operations of the pipeline system.

In reviews conducted by the JPO and other organizations
including the General Accounting Office and the DOI Inspec-
tor General, it has been noted that maintaining functionality
and operability of TAPS systemsis equally important to strict
compliance with the Federal Grant and State L ease, and appli-

Thread O-Ring plug
repair to MP 400
section of
aboveground pipe
after bullet hole
incident in October
2001 (photo courtesy
of APSC).
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cable laws and regulations. The JPO has noted that adherence
to engineering codes and standards and other regulations by
itself does not guarantee operability of thevarious TAPSfacili-
ties. The current JPO maintenance oversight efforts have been
designed to assess the maintenance requirements of particular
TAPS systems and subsystems, the adequacy of systems and
subsystems monitoring for potential functional failures, and
the effectiveness of transitioning monitoring results into cor-
rective maintenance work activities. A maintenance strategy
formulation technique called Reliability Centered Maintenance
(RCM) is currently being used to facilitate this effort.

The RCM process is a prescriptive approach used to iden-
tify the maintenance needs of aphysical asset to ensure opera-
tional safety, environmental responsibility, and functional
reliability. The TAPSRCM analysesidentify and document the
rel ationship between equipment maintenance strategies and the
preservation of associated system and subsystem functions.
The result of an RCM analysisis alist of actions to be per-
formed to prevent the system from failing to perform its de-
sired functions. The APSC committed in a Memorandum of
Agreement dated June 27, 2002 (JPO and APSC 2002) to re-
vise the Maintenance System Manual (MP-167) to be consis-
tent with the RCM processidentified in thisrecent CM P report.

Whilethe RCM processisastate-of-the-art method for iden-
tifying maintenance strategies, the usefulness of such an ap-
proach is dependent on the current condition of the asset being
maintained. The RCM process is most effective if used on an
asset in reasonably good condition to prevent significant fu-
ture deterioration with functional loss. As described in thisre-
port, the TAPS isin good condition and the RCM process can
be effectively used to ensure its longevity.

This report summarizing the current condition of some key
systems complements the maintenance and sustained useful
life CMP report. Identifying the current condition and func-
tions performed by a system and subsystem is the first step of
the RCM analysis process. This report provides information
on the status of these systems at arelatively high level and can
support future RCM analyses for systems not yet evaluated.
Knowledge of the current condition of the pipeline is neces-
sary for renewal decisions.

Thisreport was devel oped by compiling information from a
number of sources including APSC manuals, JPO CMP re-
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ports, the Final Environmental Impact Statement (FEIS) on
renewal of the Federal Grant (BLM 2002) and supporting docu-
ments, the Environmental Report (ER) prepared by the TAPS
Owners to support preparation of the FEIS (TAPS Owners
20014a), published and unpublished information developed by
APSC, and personal communication with JPO and APSC en-
gineers. The bibliography (Chapter 4) identifies the citable
sources used in this report. Many of these sources include
similar information, which was corroborated and augmented
by personal communications. It is not possible to cite indi-
vidual sources for much of the descriptive information in this
report. However, specific document citations are included in
this report as appropriate.

While APSC manuals are identified as sources of informa-
tion for this report, it should be noted that these manuals are
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proprietary information of APSC. These manuals are periodi-
cally updated and revised to reflect changes in pipeline opera-
tionsand maintenance technol ogies. Referenceismadeto these
manualsto identify theinternal APSC procedures for conduct-
ing various activities, some of the manualsidentified here may
no longer bein effect and have been replaced by newer manu-
as. In addition, the FEIS and ER contain numerous pictures
and diagrams that can be consulted for perspective on the in-
formation provided in this report. These figures and pictures
illustrate environmental conditions (such as the extent of per-
mafrost over the pipelineroute) and engineering features (such
as the support structures used for the aboveground portion of
the pipeline).
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Chapter 2

Major Systems

he TAPS consists of several major systems to

ensure the safe and efficient movement of oil from

the North Slope of Alaska to the VMT. The equip-
ment and facilities for these systems are generally located at
the 11 pump stations and the VMT. The pump stations are
located at intervals of approximately 50 to 100 miles to boost
crude oil pressure and provide relief storage in the event of an
emergency shutdown. Pump Station (PS) 5 does not have
mainline pumps and serves to relieve pressure on the down-
slope side of Atigun Pass. The TAPS was originally designed
for 12 pump stations, but PS 11 was not built and mainline
pumps were not added to PS 5 because the development and
use of drag reducing agent (DRA) allowed the number of pump
stations with mainline pumps to be reduced by two. The DRA
isalong chain hydrocarbon polymer injected into the oil stream
to reduce the energy lost during transit because of turbulence.
The DRA-injection facilities are located at PS 1, 7, and 9 and
at Milepost (MP) 238 south of the Brooks Range.

The 11 pump stations are similar in layout and function,
although certain differences exist because of location and sta-
tion tasks. The stations are housed within structures for pro-
tection against the environment and include pumps and turbine
drivers, isolation valves, crude ail relief tanks with secondary

containment, fuel-handling facilities, station and pipeline con-
trol facilities, living quarters (except for PS1, 7, and 9), office
buildings, shops and warehouses, and other facilities required
for operating and maintaining the pipeline. The pump stations
are fenced and have continuous security. PS 1 has a vapor
recovery system for the crude oil storage tanks. PS 1, 3, 4, 5,
7,9, and 12 are currently operating; PS 2, 6, 8, and 10 were
placed on standby in 1996 and 1997 because of declining
throughput and use of DRA. PS 7 and 12 may also be placed
on standby over the next five to ten years.

Theturbines at PS 1, 3, and 4 (north of the Brooks Range)
are powered by natural gasthat is carried from the North Slope
through a gas pipeline that generally runs parallel to the ail

Pump Station
10 (photo©
courtesy  of
David A.
Predeger).

Pump Station 9 (photo© courtesy of David A. Predeger).
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Pump Station 1 (photo© courtesy of David A. Predeger).

page 11



Valdez Marine Terminal on
Sept. 16, 2002. (photo©
courtesy of David A. Predeger).

pipeline. About the first 34 miles from PS 1 south is 10-inch
diameter pipe and the remainder is 8-inch diameter pipe. Tur-

bines at the other pump stations are powered with liquid tur-
bine fuel purchased from commercia suppliers who deliver
the fuel in tanker trucks. Crude oil topping units (which were
small refineries) located at PS 6, 8, and 10 previously pro-
duced liquid turbine fuel for the pump stations. The topping
units at PS 8 and 10 were placed on standby in 1996, and the
topping unit at PS 6 was placed on standby in June 1997.
Closure of these topping units significantly reduced operational
risks. If the natural gas supply is interrupted, the turbines at
PS 1, 3, and 4 can be converted to operate on liquid turbine
fuel and fuel storage tanks are available at the stations.

The VMT is the southern end of TAPS and it is located on
ice-free Port Valdez at the northeastern end of Prince William
Sound. The VMT covers approximately 1,000 acres on the
southern shore of Port Valdez. At the VMT, oil isloaded onto
tankers for shipment to markets; most of the ail is shipped to
the United States West Coast for refining and distribution. The
VMT hasstorage facilitiesfor 9.18 million bbl of crude oil and
four loading berths. Berths 4 and 5 have vapor control sys-
temsand will bethe primary loading berthsin thefuture. Berths
1 and 3 do not have vapor control systems but can be used in
specia situations. Berth 2 was never built. Control of oil flow
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though the pipeline is directed by pipeline controllers at the
Operations Control Center (OCC) located at the VMT.

The following systems which are considered significant
for continued operations of TAPS are addressed in this docu-
ment: mainline pipe, petroleum storage tanks, mainlinevalves,
fuel gaspipeline, pressurerelief systems, pipeline control sys-
tems, telecommunications, fire and gas protection systems,
earthquake monitoring system, VMT ballast water treatment
system, VMT vapor management systems, and electrical sys-
tems. Operators for these systems are generally located at the
pump stations and the VMT. This report provides a descrip-
tion of these systems and the procedures being used to main-
tain system functionality.

While TAPS is more than 25 years old, many components
have been replaced or upgraded over the years. In addition, a
number of repairs and modifications have been made to vari-
ous TAPS systems; these are highlighted in the following dis-
cussion.

2.1 MAINLINE PiPE

The mainline pipeisthe backbone of TAPS and consists of
an 800-milelong, 48-inch diameter steel pipeline. The pipeline
extends from Prudhoe Bay about six miles from the Arctic
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Coast of Alaskato the VMT on Port Vadez. The pipeline was
built in three modes (aboveground, conventional burial, and
specia burial) depending on the environment, terrain, and soil
conditions. The type of soil and the effects of heat transferred
from the warm ail to the soil were the main factors in deter-
mining the construction mode.

The pipe was specially engineered and fabricated for TAPS.
The pipelineis constructed of three grades of steel with mini-
mum yield strengths of 60,000; 65,000; and 70,000 pounds
per square inch (psi) in two wall thicknesses (0.462 and 0.562
inches). Maximum internal design pressures range from 832
to 1,180 psi. The higher grade of pipe with the heavier wall
thickness was used where internal pressureisthe highest, such
asin pump station discharge line sections. Lower grade pipeis
used near the inlet of the pump stations where the pressure is
lower. The pipeisepoxy coated and taped for protection against
corrosion caused by bacteriological, chemical, and electrolytic
factors. The pipeline is designed to sustain all expected hy-
draulic pressures, thermal forces, and stressesinduced by settle-
ment, compaction, earthquakes, and weight between supports
of the elevated line, including snow and wind loads.

The pipeline was originally planned to be buried for its en-
tire length. However, prior to construction, a number of geo-
logic, hydraulic, and seismic studies
were performed to support the project,
and engineering criteria were devel oped
based on a combination of theoretical
considerations, prior published engineer-
ing research, and engineering studies per-
formed specifically for TAPS. All of these
activities were intended to model or ac-
count for the extreme conditions and po-
tential instabilities that could impact the
integrity of the pipeline prior to its con-
struction. The most important design is-
sue that was resolved by these analyses
and datawasthedistinction between thaw-
stable and thaw-unstable permafrost.

Asconstructed, the pipelineiselevated
aboveground for 420 miles and buried for
380 miles. Thepipelineiselevatedinloca
tions where it traverses ice-rich soil that
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becomes unstable if thawed (thaw-unstable). The pipeline is
buried in stable soils where thawing would not cause the pipe
to settle (thaw-stable) and where there is no permafrost. Some
exceptions exist, e.g., three sections of the pipeline (about four
milestotal) are buried in thaw-unstabl e soils for big game pas-
sage and ahighway crossing. These sections are mechanically
refrigerated to maintain soil stability. Several sections of pipe-
line at Atigun Pass (totaling close to amile) are buried in insu-
lated boxes to keep the permafrost from thawing and to protect
the pipeline from avalanches. The remaining 375 miles of
bel owground pipelinewas buried using conventional engineer-
ing practices.

The mainline pipe was constructed between 1975 and 1977,
and the U.S. Department of Transportation (DOT) certified
the pipeline on June 16, 1977. The Authorized Officer (repre-
senting DOI) gave APSC permission to operate TAPS on June
19, 1977. The design and construction of the pipeline was a
systematic process, and the Authorized Officer reviewed and
approved both the design criteria and mile-by-mile design de-
tails of the pipeline as the Federal Grant provisions for engi-
neering review applied to the entire system. Construction
oversight was provided by Bechtel Corporation, alarge engi-
neering firm with extensive experience in constructing com-

Pipeline construction complete above ground in Alaska Range area (photo courtesy
of APSC).
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plex engineering facilitiesincluding chemical processing facili-
ties and nuclear power plants. Additional oversight was pro-
vided by APSC (acting asrepresentatives of the TAPS Owners),
field representatives of the Authorized Officer (including three
private contractors), and to a lesser extent representatives of
the DOT and other federal and state agencies. The State Pipe-
line Coordinator (representing the ADNR) was responsible for
coordinating state oversight activities.

Since startup, only asmall amount of mainline pipe has been
replaced; the only significant sections requiring replacement
were |located in the Atigun River valley in the Brooks Range
and near the Dietrich River. Both of these pipe replacement
projects received the same level of scrutiny and oversight as
origina pipeline construction. The design, construction, and
testing of both the original and replacement sections of main-
line pipe are well documented. The original pipe design met
DOT Office of Pipeline Safety (OPS) requirements for design
(49 Code of Federa Regulations [CFR] 195.100), construc-
tion (49 CFR 195.200), and hydrostatic testing (49 CFR
195.300). In building the pipeline, the APSC followed internal
quality assurance and construction procedures currently con-
tained within the Quality Program Manual (QA 36), Trans-
Alaska Pipeline Welding Manual (WL-51), TAPSEngineering
Manual (PM 2001), and Trans-Alaska Pipeline Maintenance
and Repair Manual (MR-48). The names of the manuals given
here represent the most recent versions of these manuals.

Typical of very long pipelines, the primary risksto the TAPS
mainline pipe are sabotage, hydraulic events, operator error,
corrosion, settlement, washouts, seismic events, third party
strikes, excavations, lack of proper maintenance, and latent
construction defects such as pipeline dents. A number of op-
erational incidents occurred during the first several years of
operation, typical of many large complex projects. Most of the
major leaks occurred during the first three years of operation
as system components were brought online and operators be-
came familiar with pipeline operations.

The most significant startup incident was an explosion and
fire at PS 8 that destroyed a building, killed a worker, and
resulted in the release of about 300 bbl of oil. A sabotage event
occurred at Steele Creek near Fairbanks on February 15, 1978,
in which a section of aboveground pipe was intentionally
breached, resulting in the release of about 16,000 bbl. Another
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sabotage event occurred on October 4, 2001, when the pipe-
line was punctured by a shot from a high-powered rifle, re-
sulting in therelease of about 6,800 bbl of crude oil. Additional
problems included buckling of the pipeline (Atigun Pass and
MP 734), excavation damage, and third party damage. Pipeline
vibration and fatigue have also been a concern (see Section
2.5.1 on the Thompson Pass slackline issue). Mitigation mea-
sures have been devel oped to address these and other issuesto
prevent their reoccurrence in the future.

2.1.1 ABOVEGROUND PiPE

2.1.1.1 DESCRIPTION

The 420 miles of aboveground pipe are located in areas that
geotechnical investigations determined would become unstable
if thawed. The pipeline was elevated to keep the warm ail pipe
from heating these ice-rich soils. The aboveground assemblies
were designed to allow for both axial and transverse move-
ment of the pipe. The aboveground pipelinewas built in aflex-
ibletrapezoidal (zigzag) configurationto allow for longitudinal
expansion of the pipe to be converted to sideways movement;
this configuration also accommodates pipe motion induced by
an earthquake.

The aboveground sections of pipe are supported by approxi-
mately 39,000 bents located about every 60 feet. The bents
consist of crossheamsinstalled between vertical support mem-
bers (VSMs) placed in the ground; the TAPS includes about
78,000 V SMs. The aboveground pipeisinsul ated and mounted
on a Teflon-coated shoe that can slide back and forth on the
crossheams. Movement of the pipeis generally back and forth
acrossthe crossbeams. Spacing between V SMsand crossbeam
widths was set to provide maximum movement at expansion-
loop bends with minimal movement near anchor structures.

Anchors were established every 800 to 1,800 feet in order
tolimit axial movement in the pipe, which could result in shoes
falling off crossbeams. The anchor supports consist of four
VSMs, a structural steel platform, and a friction slide plate
assembly. The friction slide assembly is designed to resist an
initial differential forceinthelongitudinal direction, i.e., along
the pipe, before sliding and dissipating energy by crushing the
honeycomb. Such axial movement does occur, primarily trig-
gered by significant hydraulic events or earthquakes. There
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are some exceptions to the movement
allowances, most notably just outside PS
7 where the pipe is fully restrained and
behaves in a manner similar to
bel owground pipe. Between anchors, the
pipe can move up to 170 inches side-to-
side (laterally) for thermal expansion/con-
traction and seismic movement.

The VSMs are 18 inches in diameter
and are typically embedded from 15 to
70feet intheground. About 62,000V SMs
contain passive heat transfer devices, re-
ferred to asheat pipes, inregions of warm
permafrost. The cooling effect of passive
heat transfer deviceson the soilssurround-
ing the piles increases the shear strength
of the pile-soil bond. Heat pipes were not
generally necessary in the VSMs located
north of the Brooks Range because the permafrost is colder
and stronger. The heat pipes are charged with anhydrous am-
monia as the refrigerant. About 2 to 3% of the heat pipe's
internal volume containsliquid ammoniaand theremaining vol-
umeisfilled with ammonia vapor.

Heat pipes work on the principal of evaporation and con-
densation of a working fluid. During winter, when the air is
colder than the ground, heat from the ground causes the liquid
ammoniain the lower portion of the heat pipeto vaporize. The
vapor flows by differential pressures upward from the evapo-
rator section (belowground) to the condenser section
(aboveground) where the vapor condenses back to the liquid
phase because of cooling by radiation and convection. The
condensate flows downward by gravity on the internal wall
surface of the heat pipe, whereit absorbs heat from the ground
and is re-evaporated to continue the process. The heat pipes
work only in the winter when the air temperature is substan-
tially lower than the ground temperature. At that time, the heat
pipes drive a supercooling process, designed to extract much
more heat than will be regained during the summer thaw. The
system stops when the air temperature rises above the ground
temperature, i.e., thisis a one-way heat extraction system.

The VSMs have performed well over the past 25 years. Of
the approximately 78,000 VSMs, no movement has been de-
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Leaning VSM north of Koyukuk River (photo© courtesy of David A. Predeger).

tected in about 55,000, and only an insignificant movement
has been detected in most of the other VSMs. Because of
movement trends, about 200 VSMs are currently on the engi-
neering watch list for possiblerepair or replacement if required.
About 250 VSMs have tilted greater than 3% from vertical
with the maximum tilt being 18%. Twenty-four VSMs have
been replaced to date, 18 at Squirrel Creek (MP-717) in 2000,
and 6 south of PS 12 (MP-735) in Summer 2002 (discussed
below).

Issues that are more significant for the aboveground por-
tion of the pipeline include river migration, slope creep where
soil forces V SMsdown-slope, V SM/modul e contact, and other
similar concerns. None of these issues present a current pipe-
line integrity or leak threat. These are discussed as follows.

» MP 197: In this area, a section of aboveground pipe near
the east bank of the Dietrich River was threatened by erosion
of the bank, which proceeded at a high rate for several years
in the early to mid-1990s. The area was monitored and deter-
mined to require corrective action. A revetment was con-
structed at the eroding bank areato prevent further erosion in
1997.

* Treasure Creek (MP 442): At this location, the pipeline
traverses an area that was disturbed in the early 1900s by min-
ing activities. There is general down-slope movement (creep)
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that islikely related to permafrost destabilization on a hillside
deforested by the original miners. Thishas manifested itself in
tilting V SMs, out-of-level crossbeams, uneven shoe/beam con-
tacts, excessive shoe overhang, and hanging shoes. The VSM
displacement continues at a rate up to three inches per year in
some bents. This movement has been accommodated by the
design of the system that allows adjustment of pipe clamps,
saddles, and crossbeams. The APSC continues to monitor and
maintain this area as necessary to ensure the integrity of the
pipeline.

* MP 680: Wet muskeg (organic matter) in a pond-crossing
area appears to be causing the tripping of an anchor and move-
ment of VSMs. The subsurface soils in the area freeze in the
winter and thaw in the summer, causing soil and VSM move-
ment. The anchor is checked annually, and maintenance ad-
justmentsto relevel the anchor frame are performed as needed.

*Klutina Hill (MP 698.1): This is an area of instability, as
evidenced by a row of VSMs that is leaning to one side at
angles of more than 10 degrees. The areawas repaired in 1982
by adding wood chipsto provideinsulation, and installing heat
pipes to stabilize the slope by refreezing it and cutting off
groundwater migration. The area has been monitored annually
since 1992, with inclinometers indicating that the VSMs are
moving downhill at arate of about 0.04 feet per year inside the
repair zoneand 0.07 feet per year outside therepair zone. Split-
ring surveys, XY Z surveys, and thermistor monitoring are all
conducted in addition to the inclinometer work. This move-
ment has been accommodated by the design of the system
that allows adjustment of the pipe clamps, saddles, and
crossbeams. So far, the amount of movement does not justify
an extensive repair effort. However, repairs will be performed
prior to VSM movement that could compromise the integrity
of the pipelinein thisarea.

*Squirrel Creek (MP 717): Considerable VSM movement has
occurred in this area. The area has been monitored for move-
ment since problems were first noted shortly after construc-
tion. Features that are found in this areainclude tilting VSMs,
rotating bents, out-of-level crossbeams, uneven shoe/beam
contacts, and significantly hanging shoes. Eighteen longer
VSMswereinstalled in the summer of 2000. Thisarea, aswell
as other locations having slope stability concerns, has been
addressed in several JPO CMP reports. The area is closely
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monitored annually by APSC engineering, and maintenance ad-
justments are performed as needed.

*South of PS 12 (MP 735): Six VSMswerereplaced in this
areain August 2002 due to settling. The soil in the areais wet
and unstable when thawed and heat pipesin the VSMs cannot
keep the ground frozen. The replacement VSMs were placed
deeper into the soil for stability. This areawill continue to be
closely monitored for VSM settlement. Adjustment of pipe
clamps, shoes, and crossbeams are performed as needed.

In addition to the location-specific issues identified above,
the APSC began to observe failure of some anhydrous ammo-
nia charged heat pipes in the early to mid-1980s throughout
the length of the pipeline. Upon investigation and research, it
was concluded that the heat pipe radiator sections had become
in some measure passive because of accumulated hydrogen
gas. There are three possible causes of this hydrogen block-
age: one being a chemical reaction inside the heat pipe vessel
between ammoniaand contaminants; asecond being the break-
down of ammonia; and athird being avery slow galvanic pro-
cess. A method of hydrogen extraction (called ahydrogen getter
pin) was developed in the early 1980s. This method allows for
hydrogen absorption by acore of zirconium dimanganese pow-
der inside of a steel pin. About 1,300 heat pipes were repaired
using this method from 1984 to 1986. Prototype testing of
various maintenance methods proved that abetter repair method
was to vent the hydrogen gas and recharge the heat pipes with
fresh refrigerant. Maintenance started in the summer of 2002
to vent hydrogen and recharge heat pipes with ammonia or
carbon dioxide. Eight hundred fifty-five heat pipes were re-
paired by thismethod. The Trans-Alaska Pipeline Maintenance
and Repair Manual (MR-48) provides a description of proce-
dures for implementing this repair method.

An estimated 84% of all heat pipes along TAPS have some
degree of blockage, potentially causing diminished heat trans-
fer performance (JPO 2001b). Thus, APSC began an experi-
mental program in the fall of 2000 to measure the heat transfer
performance of blocked heat pipes (Sorensen, et a. 2002).
This program was implemented to identify those heat pipes
actually needing repair. A test program successfully identified
heat pipe thermal degradation, and this method is now being
used to identify heat pipes needing repair to meet design re-
quirements. Thetest resultsindicate that theloss of heat transfer

page 16



functionality as a result of hydrogen blockage is less serious
than anticipated. For example, initial estimates were that as
many as 6,500 heat pipes (out of 62,000) from Fairbanks south
to Thompson Pass along the southern part of TAPS might
need repair. Instead, it was found that only about 2,000 needed
maintenance (Bradner 2002b).

2.1.1.2 MONITORING AND MAINTENANCE ACTIVITIES

The APSC instituted a comprehensive monitoring program
for the aboveground portion of the pipeline. This monitoring
program has been in place since pipeline operations started in
June 1977 to ensure that issues that could impact the integrity
of the pipeline are identified to alow appropriate corrective
actions to be taken. A number of the more significant repairs
to date were discussed above. This program includes both
structural and environmental issues and addresses items in-
cluding erosion, ail spills, slopes, bridges, VSMs, faults, pipe
shoes, glaciers, anchors, river and floodplain crossings, valves,
fences, facilities, line markers, surface water on the ROW,
pipe road-crossing casings, workpad conditions, pipe insula-
tion, and cathodic protection systems. This program has been
updated and modified over the years to incorporate new engi-
neering technologies and lessons |earned from pipeline opera-
tions.

Every year since startup, a ground-based surveillance and
monitoring sweep known as the line walk has been conducted.
The walkers make detailed notes on the condition of bents,
module contacts, VSM tilts, insulation expansion joint dam-
age, and any other structural problem that could compromise
pipelineintegrity. In some cases, thelinewalk crew leave physi-
cal marks on the shoes or pipes to note such things as shoe
position, VSM tilt, and any other mark or identifier to help
assess ongoing changes to the pipeline. These notes are an
integral part of the monitoring program because they provide
detailed information on the devel opment of long-term anoma-
lies or problems. In addition to this line walk, the monitoring
program includes aerial surveillance. The DOT regulationsin
49 CFR 195 and the Trans-Alaska Pipeline System Qil Dis-
charge Prevention and Contingency Plan (APSC 2001a) re-
quire aeria surveillance biweekly, but often APSC performs
weekly surveillance.

Two APSC documents govern practices with regard to sur-
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veillance and monitoring of the mainline pipe supports. These
two documents are the Surveillance Manual (MS-31) and Sys-
temsIntegrity Monitoring Program Procedures (MP-166). MS-
31isbeing revised to eliminate duplication with the monitoring
information contained in MP-166. M S-31 describes the ground-
based and fly-over surveillances in terms of observable condi-
tions that warrant additional observations or alerting APSC
engineering through the Pipeline Surveillance Report (PSR) sys-
tem. The reportable conditions associated with aboveground
pipeinclude:

‘V SM/Module Contacts: ThiswasaBLM audititemin 1994.
At more than 400 locations al ong the pipeline system, theinsu-
lation module around the pipe was in contact with the VSM,
and in some cases the shell was crushed. At some locations,
the problem may stem from too small a span, i.e., the original
design was based on computer modeling of the range of mo-
tion, and the width of the crossbeam was set to that range
without regard to the width of the module. In some instances,
the contact problem was known immediately at the time of
construction, and workers created notches in the VSMs to
provide extra room for the modules. Between 1994 and 1995,
APSC engineering and consultants analyzed all the contacts. In
all but 21 cases, the contacts were acceptable. In cases where
the contacts were found to require action, bumpers were in-
stalled. Although not required for pipeline integrity, 78 addi-
tional bumperswereinstalled in the summer of 2002 to prevent
further insulation module damage.

-Split Ring Surveys. The APSC surveys the elevations of
split ringson V SMsto determine vertical movement over time.
Split rings provide a convenient reference on each VSM, be-
cause it is fixed with respect to the VSM and can be easily
surveyed. Split rings support the bracket component on which
the crossbeam rests, and therefore provide a means of mea
suring differential movement resulting in out-of-level listing of
the crossbeam. The split ring surveys are useful in directing
load cell crews to areas where load measurements and saddle
adjustments may be necessary.

-Uniform Load Tests. One of the key elements of the moni-
toring program is the load cell test program, which is focused
on transition bents (aboveground to belowground transitions)
and intermediate aboveground bents showing movement. Based
on the split ring surveys, a crew uses load cell testing equip-
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ment to determinetheload on each support assembly inagiven
segment. Results yield information on whether the movement
of VSMs has caused unloading from some supports and con-
sequently overloading of adjacent ones. The unloading/over-
loading is not readily discernible without thistesting. The load
cell testing indicates whether loads remain within acceptable
loading criteria as provided in the Design Basis Update (DB-
180). If excessive loads are found, the problem can be cor-
rected by adjusting the shoe support height or by adjusting the
split rings to realign loads within design criteria.

‘Inclinometers: Used only in afew selected slope areas, in-
clinometers are installed when down-slope movement of
surficial soilsappearsto bein progress. Theinclinometers pro-
vide a reliable means of tracking changes from year to year.
These are typically read as part of a biennial slope stability
survey.

-Thermistors: Thermistors, like inclinometers, are installed
and monitored only at selected locations (special study areas)
wheregeotechnical instability induced by thawingisbeing moni-
tored. The information does not provide a direct indication of
impact on the mainline pipe, but rather indicates progression
of thawing, which can berelated qualitatively or quantitatively
to soil movement, and therefore provides important informa-
tion to assess and monitor long-term performance in areas of
marginal stability. A primary weakness of thermistor monitor-
ing isthat the thermistor strings have limited long-term perfor-
mance capability without periodic calibration testing or
replacement. Besides being subject to mechanical damage, e.g.,
by ice expansion within the casing, the strings have also been
found to drift out of calibration and after several years can
yield unreliableor obvioudly incorrect results. In 2001 and 2002,
APSC engineering assessed thermistorsfrom Atigun Pass south
to PS12. Thiswork included recalibration and reinstall ation of
38 strings and the installation of 70 new strings. Thirty-six of
the new strings were placed in newly drilled caissons and 34
were placed in the original casings.

-Shoe Position Surveys: The line walk crew measures the
position of the shoe on the crossbeam in problem areas each
year, physically marks the position at the site, and records the
resultsin field notes. Additional notes may be taken by APSC
maintenance coordinators, engineers, or consultants on an-
nual or seasonal monitoring and surveillance visits. The posi-
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tions triggering such survey notes are either excessive lateral
migration causing crushing of the insulation module against
theVSMs, or longitudinal migration of theVSM and crossbeam
assembly such that shoes are partially overhanging (triggering
corrective action to center the assembly by moving it along
the pipe).

-XYZ Surveys: These are specia study area surveys named
after the standard Cartesian coordinate nomenclature. As the
name would suggest, the surveyslocate physical features (usu-
aly the VSMs) against the State Plan Coordinate System and
the standard el evation datum applicableto the survey area. Such
surveys are not routine; they are conducted solely in sections
of the pipeline where slope creep movement of VSMs occur
and to track migration usually down-slope of the VSMs over
time.

‘Tripped Anchors: After anchors are found in atripped po-
sition, which can occur due to hydraulic events, temperature
swings, or earthquakes, a crew is sent to re-center the pipe, if
the anchor moved more than oneinch from the center. A move-
ment of one to three inches must be corrected within one year
of discovery; a movement exceeding three inches must be
corrected immediately. The procedures for repositioning and
retorquing the anchor slide plates, and re-leveling the anchor
platform are included in the Trans-Alaska Pipeline Monitor-
ing and Repair Manual (MR-48).

-Shoe (Threaded Collar) Adjustments: If load cell datashows
overloading or underloading in aparticular bent (based on cri-
terialisted in Section 3 of MR-48), or if shoes are out of level,
thefirst approach to correct the problemisto adjust the threaded
collar, which raises or lowers the pipe elevation '/, inch per full
turn.

-Split Ring Adjustments: If the position adjustment required
to correct loading exceeds what can be accomplished with
threaded collars, or if the crossbeam is out of level by more
than 2%, the split rings require repositioning. This means that
the support bracket is also adjusted, as is the crossbeam, the
threaded collar, and ultimately the pipe.

‘Infrared Surveys. The APSC performs a Forward L ooking
Infrared (FLIR) survey of the heat pipes every two to three
years. These surveys may be conducted as often as every
year, because logistics and weather considerations provide no
guarantee of satisfactory completion of the entire line within a
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single survey year. The surveys can involve an early winter
(usually October through December) fly-over of the
aboveground pipe using a helicopter equipped with an infrared
camera and recorder; ground-based assessment from trucks
and snow cats can also be performed using hand-held infrared
survey equipment. The camerais pointed at the mainline pipe
and the heat pipes. If the heat pipes are fully functioning, the
radiator section appears to glow (because of the heat being
released). If the heat pipes are not functioning at all, the radia-
tors appear dark. If the heat pipeis partially functioning (due
to blockage in the form of light gases such as hydrogen strati-
fied at the top radiator section), a dark section appears at the
top of the radiator and a lighter section appears underneath.
The recorded images are then graded in terms of a rough per-
centage of radiator surface shown as blocked. Since only the
exceptions are of interest, the grading focuses only on the
blocked or partially blocked heat pipes. This information is
used to assess the need for corrective action on heat pipes to
vent hydrogen, to perform recharge with anhydrous ammonia
or carbon dioxide, or to replace the heat pipes with specially
constructed heat tubes.

-Heat Pipe Restoration: The procedures for venting the hy-
drogen from the heat pipes and recharging the heat pipes for
proper function are described in MR-48.

‘VSM Replacement: Replacement of aVVSM or installation
of an additional VSM to replace or augment existing bentsis
an extremely rare event; it is generally considered a unique
condition requiring site-specific engineering and project imple-
mentation. This process is therefore not described in MR-48.
Thisaction is necessary in cases of functional failure or antici-
pated functional failure of a VSM to support the pipeline ad-
equately. Only 24 VV SMs have been replaced over the lifetime
of TAPS as discussed above.

‘VSM Repair: The procedures for repairing physical dam-
age to VSMs (dents, gouges, holes, and more severe damage)
are provided in MR-48. Maximum dimensions for gouges and
holes covered by the specified repair are given in this manual.

-Miscellaneous Repair: M R-48 al so describes miscellaneous
repair procedures including repair of shoes, Teflon pads, insu-
lation, and repair of depressions around VSMs.
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2.1.2 BELowGROUND PiPE

2.1.2.1 DESCRIPTION

The belowground sections of the pipeline were primarily
constructed in areas where permafrost was not present or
where thaw-stable sands and gravels were present. In addi-
tion, three sections of pipe (about four milestotal) were buried
inthaw-unstable soil for big game passage and ahighway cross-
ing. These three sections are known as Main Line Refrigera-
tion (MLR) sites 1, 2, and 7, and are mechanically refrigerated
to maintain soil stability. Planned MLRs 3 through 6 were not
built. Severa sections of pipeline at Atigun Pass are buried in
insulated boxes to keep the permafrost from thawing and to
protect the pipelinefrom avalanches. In addition, there are many
short sections of insulated pipe installed at big game cross-
ings. Some of these sections require heat pipesto maintain the
frozen soil in stable condition; the Authorized Officer required
transitions between aboveground and bel owground pipe to be
insulated.

Belowground pipe is subject to numerous forces that could
cause excessive stress by acting toward initiation of move-
ment. Common phenomena affecting the stability of the un-
derground pipe include erosion or scour, thermal degradation
and settlement, down-slope movement, and pipe movement
relative to ground embedment. Additional phenomena may be
present on arare, episodic basis and include liquefaction dur-
ing earthquakes and glacial movement. These forces were
known to the designers of TAPS and to the regulators. Ac-
cordingly, the design basis was formulated originally based on
engineering analysis and supplemental engineering testing and
research to assure maintenance of pipe integrity against such
forces. Design features included allowances for thaw settle-
ment for buried pipeline segments and pipe movement for
aboveground sections to provide for crude oil temperature
changes over time, and analysis of soil creep or frost jacking
on the VSMs.

The APSC engineers also recognized that there was a possi-
bility that in buried sections there could be ice in the ground
that went undetected during construction and would later thaw,
resulting in unwanted pipe movement. Monitoring procedures
to address this possibility were required by the DOI. Over the
past 12 years, the temperature of the crude oil in the pipeline at

page 19



VMT has decreased from about 100 °F to 60 °F as the oil
throughput has decreased. This40 °F drop intemperature means
that the thaw bulb around the belowground pipe is no longer
expanding and islikely contracting in some areas. Monitoring
efforts are focused on known problem areas and the remain-
der of the pipelineis monitored less frequently. The entire pipe
is monitored with a curvature pig to detect movement in the
pipethat pointsto possible buckling. Currently, the entire pipe-
line is monitored by a pig on athree-year cycle.

There are two categories of design basis criteriarelevant to
the stability of the belowground pipe. The first category is
comprised of prescriptive standards governing the relation-
ship between the pipe and the surrounding soil. These include
limitations on settlement and minimum cover depth require-
ments. The second category focuses on the behavior of the
mainline pipe to external stresses such as load application or
settlement as manifested in deformation and or strain.

Pipe to Sail Criteria: The major geotechnical influence af-

fecting belowground stability isthaw settlement. Thiswasrec-
ognized before construction and was addressed in the design
criteriafor TAPS. Section 2.2.2.1 (Thaw Settlement Criteria)
of the Design Basis Update (DB-180) liststhefollowing speci-
fied maximum allowabl e settlements for underground pipe:

*Maximum differential settlement of buried pipeis 0.5 feet
in a 100-foot span, and

*Maximum total settlement of buried pipe is one foot.

Other applicable belowground stability criteriainclude the
requirement that the minimum depth of cover over the pipe be
three feet (Section 2.3.2.1 of DB-180), that at river crossings
there be at least four feet of cover, measured from the top of
the concrete coated pipe to the minimum existing riverbed el-
evation (Section 2.8.2.2 of DB-180), and that an allowance
for atwo-foot horizontal with two-foot vertical fault displace-
ment exist in areas of active faults (Section 2.3.2.3 of DB-
180).

In addition, there are geotechnical stability criteria that do
not specify relative movement all owances between the soil and
pipe. Theseinclude slope stability and thaw plug stability crite-
ria. Exceeding these criteria could destabilize the zone around
the pipe and cause excessive lateral and vertical movement of
the pipe, thereby inducing unacceptably high strain and curva-
ture.
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Pipe Response Criteria: Another set of criteria relates di-

rectly to the effects that soil movement and instability (among
other forces) may have on the pipe integrity. Pipe curvature,
deformation, and strain are al controlled under specific crite-
riaor risk-based analyses. By way of engineering analysis, itis
assumed that exceeding or trending toward exceeding is a
manifestation of soil destabilization; therefore, if no movement
or high strains are observed, the soil regime is considered
geotechnically stable. Relevant response criteriainclude:

-Limitations on primary stresses (hoop stresses, combina-
tions of hoop and bending stresses, and effective stresses in-
cluding thermal induced stresses) to set percentages of material
specified minimum yield strength (Section 2.3.2.4 of DB-180),
and

-Critical wrinkling curvature and allowabl e curvature changes
(Section 2.3.2.5 of DB-180).

The design criteria for allowable curvature are based upon
preconstruction testing of the mainline pipe at the University
of Californiaat Berkeley. Recently, several engineering studies
and tests have lead APSC to evaluate the belowground pipe
based on the demand on the pipe and the pipe's capacity to
resist buckling. These studies have confirmed that the TAPS
mainline pipe performs substantially better than anticipated in
theoriginal design.

Corrosion Control: The buried mainline pipe has an effec-

tive external surface coating material and is cathodically pro-
tected with zinc and magnesium sacrificial anodes, as well as
impressed current systems. The coating is designed to pre-
vent water and soil from making direct contact with the pipe
and acts to eliminate the electrolytic path necessary for corro-
sion to occur. Where the coating is damaged, disbonded, or
otherwise compromised, the pipe can experience external cor-
rosion; cathodic protectionisinstalled to mitigate this potential
corrosion.

Two zinc ribbon anodes were placed in the mainline pipe
ditch and connected to the pipe during construction. Corro-
sion will occur on the sacrificial anodes in lieu of the pipe.
Approximately 250 miles of impressed current cathodic pro-
tection is also used for corrosion protection. Impressed cur-
rent cathodic protection provides alow-level electrical current
between remote anodes and the pipeline; the level of electrical
current can be adjusted if necessary. However, impressed cur-
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rent requires a power source, which is not readily available at
some locations aong the pipeline.

Test stations and cathodic protection monitoring coupons
are installed approximately every mile on the buried sections
of the mainline pipe and are used to monitor the level of ca-
thodic protection on the pipe. The monitoring coupons are
small pieces of steel with the same metallurgical properties as
the pipe. There are about 700 metal coupons along the pipe-
line, about one-half mile apart. These coupons are not subject
totelluric (natural electrical current flow) interference and can
be isolated from the permanently bonded passive zinc anodes
to give IR (current times resistance) readings. Close interval
(over-the-line€electrical potential) survey (CIS) isalso employed
as part of the monitoring effort to collect pipe-to-soil potential
measurements. A complete CIS of the mainline pipe is com-
pleted every three years.

Over 850 corrosion investigations had been undertaken by
early 2002 along the pipeline. Thisisreferred to asthe pig and
dig program. The principal tool guiding actual excavation and
examination of the mainline pipeiscalled acorrosion pig. The
APSC uses a corrosion pig that is an ultrasonic device that
sends sound waves into the pipe wall. The return echo is mea-
sured to determine remaining wall thickness, which correlates
to corrosion. The corrosion pigs are currently run on a three-
year cycle. Continued development of the overal corrosion
database (pig, dig, and monitoring data) is expected to lead to
afive-year pigging cycle. The results of the excavation/inves-
tigation program have shown the pig data to be conservative.
Although pipe corrosion wasidentified during the digs, repairs
other than recoating (such as sleeving) wererequired in only a
few cases in the last few years.

Whenever field analysisof thepipelineidentifiesan areahaving
metal loss, but not to the extent that it violates the American
Society of Mechanical Engineers (ASME) Standard B31.G re-
quirements for maximum allowable operating pressure
(MAOP), the affected piping is recoated and the pipeline seg-
ment continues in service. Whenever field analysis identifies
an area of metal loss such that the pipe does not meet the
ASME Standard B31.G requirements for MAOR, the affected
segment is further tested using ultrasonic or mechanical pro-
cedures and the resulting data are submitted to APSC engi-
neering for further evaluation. Further evaluation may resultin
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repair (by sleeving) or acceptance of the affected segment. If
it is determined that the area of metal loss will be subjected to
amoredetailed anaysis, the detailed measurements of the metal
loss area are made in accordance with APSC specifications B-
510 and B-511. Corrosion analysisis performed in accordance
with APSC specification B-512, Pipeline Corrosion Evalua-
tion Procedures.

If any portion of pipeisfound to be generally corroded so
that the remaining strength of the pipeisat or below the MAOR,
the APSC will do one or more of the following:

*Replacethe pipe,

Sleeve the pipe, or

*Reduce the MAOP commensurate with the limits specified
in 49 CFR 195.400 through 195.440, based on the actual re-
maining wall thickness.

Localized pitting consists of clearly defined, relatively iso-
lated regions of metal loss. After the minimum remaining wall
thicknessis determined, three methods are used to anayze the
corrosion: mainline corrosion tables, ASME Standard B31.G
techniques, or reduced wall methods using APSC specifica-
tion B-512. If allowable stress levels are exceeded, the APSC
immediately reduces operating pressure and determines if a
Safety Related Condition Report needsto befiled withthe DOT.
Repair of the pipe is accomplished in accordance with the in-
structions in the TAPS Engineering Manual (PM-2001).

Whenever pipeisremoved from the pipelinefor any reason,
the APSC inspects the internal surface for evidence of corro-
sion. If the pipe exterior is generaly corroded such that the

Analysis of the pipe during corrosion dig at MP 363.4 south of
PS 6 (photo courtesy of APSC).
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remaining wall thickness is less than the minimum thickness
required by the pipe specification tolerances, the APSC inves-

tigates adjacent pipe to determine the extent of the corrosion.
The corroded pipe must be replaced, sleeved, or based on the
actual remaining wall thickness, the operating pressure must
be reduced. The results of al inspection are documented in a
Pipeline Investigation Report. If no corrosion is discovered on
the pipe surface, the Pipeline Investigation Report iscompl eted
to document the condition of the pipe.

Problem detection for the buried pipe is conducted in ava-
riety of ways. Smart pigs look for corrosion, curvature, and
deformations. There are more than 400 test stations that give
indications of the amount of cathodic protection on the pipein
addition to CIS surveysand visual inspections. Therepair pro-
gram on the belowground pipe started in the late 1980s. This
program has entailed more than 850 digs, the installation of
more than 150 pipeline sleeves, the replacement of 8.5 miles
of pipe, and the addition of 250 miles of new impressed cur-
rent corrosion protection to further mitigate damage to the
pipeline. (Many of the installed sleeves were in the portion of
the pipe that was eventualy replaced, so that the number of
deeves currently on the pipeissignificantly less than the num-
ber that were installed.) The corrosion control management
plan developed by APSC in conjunction with JPO is consid-
ered amodel for the pipeline industry. Its concepts have been
incorporated into DOT pipeline integrity management regula-
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Testing and documentation activities during
corrosion dig at MP 363.4 south of PS6 (photos
courtesy of APSC).

tionsthat went into effect nationwide March 31, 2002 (Bradner
2002a).

A number of anomalies have been uncovered by APSC
through ongoing monitoring and surveillance activities. All sig-
nificant anomalies that have been detected are documented in
various engineering reports and studies including annual re-
ports and JPO CMP reports. Although the majority of
belowground piping has successfully maintained its stability,
there are some areas where problems, or design anomalies,
have been observed. The following is alist of anomalies that
arebeing carefully scrutinized and eval uated by JPO and APSC
to ensure the integrity of the pipeline.

‘MP 200.2 and MP 200.4: Settlement in this area was de-
tected initially by a second generation deformation pig (the
Vetco pig) and confirmed by field surveillance personnel. The
settlement at M P 200.2 was originally corrected by re-leveling
the pipe. However in 1986, approximately one-half mile of
buried pipe beneath the Dietrich River was subsequently re-
routed and constructed in aboveground mode uphill and out of
the floodplain. Thisrerouteincluded both MP 200.2 and 200.4
areas. Theorigina pipein thefloodplain was cleaned and aban-
doned in place.

-Atigun Pass: Areas of geotechnical instability were detected
in 1979 when settlement caused a buckle that cracked and
leaked in a section of mainline pipe uphill from an insulated
box on the north side of Atigun Pass. Thiswas repaired with a
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barrel sleeve and corrective action was taken to prevent fur-
ther settlement. Similar incipient problems were found on the
south side of the pass, caused by groundwater flowing through
the melt zone around the pipe, carrying heat down the hill. A
massive repair and stabilization effort was undertaken in 1980
which successfully arrested further settlement using a combi-
nation of grouting (to cut off or divert groundwater flow from
the pipeline); mechanical ground freezing (to bring the thaw
bulb back near the insulated box); replacement of insulation
and the box and concrete support pad; installation of free stand-
ing heat pipes (to maintain the frozen ground); surface drain-
ageinterception; and installation of monitoring devices. Further
analytical work was undertaken in 1996 and 1997 as afollow-
up to an avalanche event, which damaged or destroyed a num-
ber of the heat pipes. Engineering analysis showed that the
existing heat pipes were still functioning, and provided more
than enough capacity for maintaining frozen ground.

‘MLR 2: Settlement in the MLR 2 section of refrigerated
belowground pipe was caused by several events including lo-
cally authorized shutdowns of the refrigeration skid during the
wintertime (up to four months in duration) and by deferred
maintenance related to the refrigeration skids. As aresult, the
MLR 2 area has been the focus of specia study and monitor-
ing, with significant maintenance and investment ongoing into
therefrigeration units (including replacement with larger units).
L ocalized thawing of the soil can lead to settlement and curva-
ture of the pipeline, which increases the level of stress in the
pipe and can lead to wrinkling. The APSC assessed the integ-
rity implications of the pipeline curvature at MLR 2 in 1997,
and the JPO concluded that the curvature of the pipeline did
not require re-leveling in that area (JPO 1999a). Although the
pipe movement has exceeded the original design settlement
and yield criteria, engineering analysis has provided justifica-
tion for continued operation of the pipeline asis, provided the
maintenance and upgrades to the unit are completed. With the
decrease in crude oil temperature and increased capacity of
refrigeration, the settlement has appeared to diminish, and the
areas of highest curvature are rebounding at a rate of about
0.8 inches per year (JPO 2001c).

-Salcha River Crossing: Another specia study areawas de-
veloped after the NOWSCO curvature pig data were analyzed
for the Salcha River Crossing, indicating high curvature and
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resulting high strain in the pipe. The problem in this case was
not soil instability; rather it was a result of the construction
method and placement. In February and March 1976, the Salcha
River was excavated (with an open-water excavation) to al-
low a buried pipe crossing (the largest such crossing at any
river). The excavation method involved use of two high ca-
pacity draglines operating around the clock for several weeks
with little or no effective way to check the bottom contours of
the excavation in progress, or even at the end. Spot checking
was minimal, tolerances were high, and intermediate slump or
depression areas were inevitable.

The curvature and ovality of the pipeline at the SalchaRiver
Crossing were addressed by analysis and smart pig investiga-
tionsin the mid-1990s. As aresult of investigations conducted
in 1993 and 1994 with a smart pig at this crossing, the JPO
recommended that APSC send the smart pig through this area
again to inspect for stability, and perform asensitivity analysis
for inlineinspection methodsthat identify wrinkling. TheAPSC
sent the pig through the pipeline at the Salcha River Crossing
in April 1997. The results of this investigation indicated that
the curvature and ovality were stable at this crossing. These
investigations confirmed that there was no progression of
movement in the crossing area and there was no evidence of
wrinkling (JPO 1999a). The pipe remains where it has been
since it was installed 26 years ago. Analysis using demand/
capacity ratio cal culations have a so shown the pipeto bein an
acceptable condition.

-‘Pump Station Settlement Corrective Action Projects. Insu-
lated boxes and relocating of piping from belowground to
aboveground were undertaken in the early 1990sat PS 1, 2, 3,
5, 6, 10, and 12 to correct settlement of piping (detected using
monitoring rods), as well as to correct corrosion found on the
same piping.

Other significant belowground stability issueshaveincluded:

*MP 167 leak with repair using a barrel sleeve (approxi-

mately 200 feet of pipeline, including this sleeve, was sub-

sequently replaced with new pipe),

*MP 734 leak with repair using a barrel sleeve (and subse-

quent resleeving in 2002),

*MP 46 re-leveling,

*MP 166.0 wrinkle with repair using a barrel sleeve, and

*MP 166.8 wrinkle with repair using a barrel sleeve.
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There are many additional locations where dents and pipe
deformation (to an oval shape) have occurred. These areas
have been excavated, evaluated, and, if necessary, remediated.
These investigations and remediations are documented in
project files and the sleeves are recorded on the G-100 draw-
ings.

2.1.2.2 MONITORING AND MAINTENANCE ACTIVITIES

The APSC has instituted a comprehensive monitoring pro-
gram for the belowground portion of the pipeline similar to
that used for the aboveground portion. However, since this
portion of the pipeline is not visible from the surface, special
instruments are used to monitor the condition of the
bel owground pipe. This monitoring program has been in place
since pipeline operations started in June 1977 to ensure that
any issuethat could impact the integrity of the pipelineisiden-
tified to alow appropriate corrective actions to be taken. This
program includes elements necessary to ensure the structural
stability of the pipeline and surrounding mediaapplicableto the
arctic and subarctic environment in which the pipeline resides.

To account for potential problems with the belowground
pipe, a pipeline pig was built during the construction era to
monitor for pipe movement. The super pig was used immedi-
ately after construction, and continued in use until it became
stuck in Check Valve 29 and was destroyed. Unfortunately,
the data from this pig never proved to be particularly useful,
because the technology of that time was not advanced enough
toyield the desired repeatability. In fact, the pipe did settle and
leak at two locations in June 1979, and the settlement and
distortion had not been detected by the super pig.

Two approaches were used to replace the super pig. One
approach was to attach aluminum elevation monitoring rodsto
the pipe in suspect areas; approximately 2,000 such rods were
installed and then monitored by surveyorsfor movement. Ther-
mistor strings used to measure soil temperature were installed
and used in conjunction with the monitoring rods. This in-
crease in monitoring infrastructure occurred as a response to
settlement problems detected in the mainline pipe in the late
1970s to mid-1980s. The second approach was to develop a
deformation monitoring pig. This pig uses arms that contact
theinside of the pipe and record the movement either in or out.
A variation of thispig wasused from 1981 until 1998. Thispig
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successfully detected deformation caused by the settlement of
the pipe at MP 200 in the Dietrich River.

During the MP 200 investigation, APSC surveyors began
using the TSI tool (Technical Service Instrument’s Ferro Phon)
to electronically measure the depth of burial of the pipe by
radio signals. The TSI tool was subsequently used over the
entire pipelineto look for other areas of gross pipe movement.
The TSI tool measures pipe burial depth within an accuracy of
one foot and is not suitable for calculation of pipe curvature.
The TSI data resides in the Engineering Data Management
System and on the Expanded Plan and Profile drawings.

In the early 1990s, APSC engineers began working with
another company to develop aninertial guidance pig. This pig
isalso called the curvature pig or Geopig (Hart, et a. 2002). It
wasfirst run in the pipelinein 1992 and is now run on athree-
year cycle. This Geopig measures the position of the pipein
three dimensional space using gyros and accelerometers. This
pig displays data in many different ways: plan, profile, hori-
zontal strain, vertical strain, total curvature, and pitch. The
strength of this pig isits software and the ability to display the
data from two different runs at one time to show changes
from run to run. This curvature pig has replaced the monitor-
ing rods, thermistor strings, TSI tool, and deformation pig as
the primary means of monitoring pipe curvature. The current
pig, aninertial Geopig, compiles pipelineinertial and geometry
data including shape, dents, buckles, curvature strain, and
welds. At the sametime, it recordsits position rel ativeto welds
and other control features.

Asnoted earlier, failure of the super pig lead to the installa-
tion of about 2,000 monitoring rods, which were generally
read from the time of installation up to the early 1990s. In
addition, thermistor strings were installed and read periodi-
cally to provide ground temperatures at certain sites, and soil
borings were taken in areas indicating settlement. The impor-
tance of these tools declined after the completion and proving
of the Geopig. While most monitoring rods remain in place,
they are not replaced if destroyed. This technique of monitor-
ing was aways problematic, because it provided only spot-
check data on pipe shape and behavior, and intermedi ate points
were assumed (sometimes incorrectly) to be predictable from
the rod data. The TSI readings were often taken to supple-
ment these data, but the inaccuracies associated with the TSI
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tool discouraged reliance on thisinformation. The TSI equip-
ment is not used on aline-wide basis, but only at dig locations
to verify depth of cover.

Experience has shown that thermistor strings should be lim-
ited to short term use, because they degrade and drift over
time and provide unreliable data. Monitoring rods and ther-
mistors are now only surveyed in areas of ongoing concern,
such as MLR 2. The Geopig provides an excellent means of
targeting the locations where the monitoring rods and ther-
mistors could provide useful information. In addition, there
are areas such as steep slopes where auxiliary study methods
are essential. For slopes, a combination of aerial reconnais-
sance and photography, piezometers, and inclinometers may
be used to supplement Geopig data.

The mainline belowground monitoring program for the pipe-
line currently consists of the periodic running of the curvature
pig (Geopig) and analysis of the resultant data. The Geopig is
the primary method of monitoring the belowground pipe for
strain. The deformation pigisno longer used because upgrades
to the Geopig now provide all the information previously ob-
tained by the deformation pig. The results of these analyses
arereported inthe annual mainline belowground stability moni-
toring report. Monitoring rod, thermistor, TSI tool, and his-
toric data are used to evaluate site-specific questionable areas
where appropriate.

Monitoring criteriaare established in Section 2.04, Mainline
Belowground Monitoring, of the System Integrity Monitoring
Program Procedures (MP-166). Thecriteriacall for the screen-
ing of areas of high or increasing curvature (>85% of critical
buckling curvature [K ] or where curvature is increasing at
rates greater than 10% K per year), and establishes require-
ments to analyze the curvature in accordance with software
that establishes ademand/capacity ratio. All available evidence,
including monitoring rod data and previous curvature data, are
analyzed for trendsindicating pipe movement. In addition, M P-
166 requires a problem definition study for any high curvature
area where the trend analysis indicates pipe movement. Also,
information is to be reported for any areas where the curva-
ture exceeds 70% K in an originally straight pipe, or where
there are waveforms, wrinkles, or buckles in the pipe but no
evidence of movement. Extensivefilesof theseresultsaremain-
tained.

ANC-02-E-013

The Trans-Alaska Pipeline Maintenance and Repair Manual
(MR-48) describes some specific actions and procedures.
However, the criteria in the Design Basis Update (DB-180)
and actionsidentified in M R-48 were devel oped based on dated
monitoring technology. A number of advances have occurred
in the monitoring technology for pipelines and associated engi-
neering analysis techniques. Accordingly, the criteriain MR-
48 are conservative. |n some cases, special engineering studies
on such sections as MLR 2 and the Salcha River have estab-
lished the pipe to be within acceptable limits of the demand/
capacity ratio even though the pipe is outside the curvature
and strain limits specified in DB-180.

The identification of new areas of high strain or potential
instabilities has declined greatly as a result of the detection
capabilities of the curvature pig and the decline in throughput
temperature. Nonetheless, any such discoveries require spe-
cial engineering evaluation to determinethe actionsrequired to
safeguard pipelineintegrity.

Surveillance: In addition to the monitoring methods for
belowground pipe discussed above, the APSC uses surveil-
lance fly-overs and ground-based approaches to spot erosion
areas, slope movements, leaks and spills, and signs of surficial
settlement that could indicate deeper settlement affecting the
pipe. In fact, in the case of aleak on the north side of Atigun
Pass, surveillance by field personnel provided the original dis-
covery. Field personnel performing inspectionsidentify condi-
tions that could compromise the integrity of the subsurface
pipeline. The Surveillance Manual (MS-31) includes alist of
reportable conditions associated with the belowground pipe.
Thelist is not all-inclusive, but is a guide to the kinds of con-
ditions that must be watched and evaluated by engineering.
Reportable conditionsinclude the following:

*QOil leakage or spillage,

Inflow or outflow of water on the workpad (a possible

indicator of piping in the pipe trench area, which could lead

to loss of backfill and pipe support),

*Ground cracking (a possible indicator of pipe movement

or failure in the ditch cover),

*River and floodplain changesthat could affect pipeline sta-

bility or cover,

*Depressions (a possible indicator of pipe settlement),

*Ponding (a possible indicator of pipe settlement), and
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*Exposed pipe (a definite indicator of erosion or failure of

supporting soils).

These items are recorded on PSRs for follow-up action.
Typically, these conditions require some engineering evalua-
tion in consultation with field input. Although the PSR system
fell into disusein the mid-1990s, this system has been revived
and APSC is planning to move it to the computerized work
management system Passport. These reportable conditions may
reveal the existence of an issue requiring resolution through
corrective action, or they may simply be an observation with
little consequence. Maintenance and repair actions are war-
ranted if belowground stability is undermined to the point that
the pipe integrity is threatened or if structures associated with
bel owground pipes are damaged as has happened several times
in the past. In any event, the surveillance system isan integral
part of maintaining the integrity of the system.

2.1.3PIPELINE BRIDGES

2.1.3.1 DESCRIPTION

The pipeline crosses streamsin both buried and aboveground
pipe spans, and at 13 locations, the crossing is made on bridges.
Oneis abox girder bridge, nine are plate girder bridges, two

Table 3 Pipeline Bridges

are suspension bridges, and one is a tied arch bridge. A sum-
mary of pipeline bridge types, span lengths, and foundation
typesisgivenin Table 3.

Few modifications have occurred on pipeline bridges since
their construction. The APSC monitors bridge performance
through routine surveillance as well asthird party inspections.
Currently, there are no known conditions that represent a con-
cern or threat to the integrity of pipeline bridges. All pipeline
bridges are above the pipeline design flood level. There has
been construction work to raise road and workpad bridges
abovethe 50-year flood level, but thisdid not involve the pipe-
line bridges.

Box Girder Bridge: The Yukon River Bridgeisan orthotropic

box girder structure owned and maintained by the State of
Alaska Department of Transportation/Public Facilities. This
bridge al so servesasaroad bridge. In an orthotropic box girder
bridge, the main supporting members are made up of steel
plates welded together to form box beams with the tops of the
box beams being an integral part of the driving deck.

Plate Girder Bridges: The main supporting membersin plate

girder bridges are made up of steel plates welded together to
form deep wide flange beams. Each plate girder span is of a
standard design, with the number of spans varying from one

Bridge MP Type Spans Length (ft) Foundation Type

Atigun River 140 Plate Girder 3 540 Thermal pipepile

Un-named Creek 146 Plate Girder 1 180 Friction thermal pipe pile (Pier 1); thermal
pipepile (Pier 2)

Dietrich River 203 Plate Girder 2 360 Friction pipe pile (Pier 1); battered friction
pipepile (Pier 2)

Middle Fork

Koyukuk River 219 Plate Girder 3 540 Friction pipepile

Hammond River 220 Plate Girder 2 360 Thermal pipe pile (Pier 1); friction pipe
pile (Piers2 and 3)

South Fork

Koyukuk River 254 Plate Girder 3 540 Battered friction pipe pile (Piers 1, 2,

and 3); friction thermal pipe pile (Pier 4)

Yukon River 353 Box Girder 6 2295 Friction pipepile

Hess Creek 376 Plate Girder 1 180 Friction pipepile

TatalinaRiver 410 Plate Girder 1 180 Friction pipepile

Shaw Creek 516 Plate Girder 1 180 Battered thermal pipepile

TananaRiver 528 Suspension 1 1200 Battered friction H-Piles

GulkanaRiver 650 Tied Arch 1 400 Thermal friction H-piles

TazlinaRiver 683 Suspension 1 650 Spread footings and anchors
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to three. The spans are nominally 180
feet in length and are comprised of two
plate girders bearing on concrete piers,
which are supported on piles. The pipe
pile configuration variesdepending onsite
soil conditions. Standard shoes are used
to support the pipe on crossbeams be-
tween the two plate girders so the pipe-
line is free to move as in other elevated
sections. The Atigun River Bridge is
unique because it also supports a small
fuel gas pipeline on the downstream
girder.

Suspension Bridges: The TananaRiver
is crossed by a suspension bridge with a
span of 1,200 feet. Suspension bridges
suspend the pipe with large steel cables
draped over towers and anchored to foundations on opposite
banks. The suspension towers are over 150 feet high and are
supported by steel H-pilesdriven into thawed sandsand gravel.
The main cable anchors are located 400 feet back from the
suspension towers. The wind cables are anchored at a dis-
tance of about 111 feet upstream and downstream of each
main tower. These anchors are supported on driven H-piles.
Largeriver training structures have been provided at each bank
of theriver to prevent erosion at the anchors or tower founda-
tions.

The Tazlina River is crossed by a suspension bridge with a
span of 650 feet between the towers. The towers are about 70
feet high and are supported by concrete foundations bearing in
thawed clay at a depth of about 30 feet. Main cable anchors
are located 209 feet landward from each tower. Wind cable
anchors are about 122 feet upstream and downstream of each
tower and approximately 100 feet landward.

Tied Arch Bridge: The Gulkana River is crossed by atied
arch bridge with a span of 400 feet. The supporting element in

atied arch bridge is a steel arch with a horizontal steel mem-
ber, tying the bases of the arch together to resist the tendency
of the bases to move apart. The structure top chord consists
of two steel box ribs, which form a compression arch. The
structure bottom chord consists of two plate girders, which
form tension ties and take longitudinal thrust forces from the
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Koyukuk River Bridge (photo© courtesy of David A. Predeger).

compression arch. Steel box tension hangers suspended from
the compression arch provide intermediate support points for
the bottom chord. Standard shoes are used to support the pipe
on crossbeams between the two bottom chord members so
the pipeline is free to move as in other elevated sections. The
two abutment piers are supported by H-piles driven into fro-
zengravelly clay.

The pipeline bridges were designed to accommodate static
and dynamic load combinations, which included the weight of
the pipe, fluid, insulation, snow and ice, wind, thermal expan-
sion and contraction, and earthquakes. The pipeline bridges
are located so that adequate clearance is provided between the
bridge low chord and the pipeline design flood as well as to
provide clearancefor iceride-up and navigational traffic. Final
design of pipeline bridges was reviewed and approved by the
Authorized Officer prior to issuance of a Notice to Proceed
allowing construction. Inspection during the construction pro-
cess provided assurance that the bridges were installed as de-
signed, with allowance for approved deviations from the final
design.

The performance history of pipeline bridges over the 25
years from commissioning to the present has been excellent.
Annua and five-year professional engineer (PE) inspections
have identified a number of minor structural and site discrep-
ancies. Common findings include loose bolts (the normal re-
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sult of thermal expansion and contraction as well as other op-
erational loading conditions), minor surface corrosion, bind-
ing of elastomeric bearing pad material at expansionjoints, and
lateral erosion of stream banks. An example is spring hangers
at the Tazlina River Bridge. The condition was first noted dur-
ing afive-year PE inspection. A feasibility study was performed
to determine repair aternatives and included a pipeline stress
analysis for all loading and temperature conditions. The fina
design called for locking the spring hangers in place to func-
tion as constant elevation supports. The repair of the Tazlina
River Bridge was performed in accordance with an approved
engineering design prepared consistent with the TAPS quality
assurance requirements. During the annual inspection in 2001,
the primary items noted were the need to tighten bolts on most
of the bridges, and a spalling concrete repair and loose cotter
pin at the Tanana River Bridge.

2.1.3.2 MONITORING AND MAINTENANCE ACTIVITIES

The JPO has monitored the APSC bridge maintenance pro-
gram since the early 1990s. In 1993, the JPO identified that,
while APSC did have bridge maintenance and repair manuals
in place, the inspection of TAPS bridges was not consistently
performed (JPO 2000). Subsequent to that finding, pipeline
bridges are now inspected annually in accordance with Stan-
dard Inspection Procedure B1001 and APSC bridge inspection
manuals. The inspection is conducted by APSC inspection,
with inspection reports submitted to APSC system integrity
for review. Pipeline bridges are inspected at intervals not ex-
ceeding five years by a PE registered in the State of Alaskato
evaluate the integrity of the bridge. These inspections verify
that each structure is performing as expected, note needed
maintenance, notify appropriate personnel of improvement
needs, and serve as an independent monitor to verify the ef-
fect of maintenance procedures. The APSC system integrity
coordinates the five-year PE inspections. Future annual and
five-year PE inspections of pipeline bridges are expected to
continue at current levels.

Standard maintenance that may be performed by local main-
tenance coordinators without APSC system integrity involve-
ment includes cleaning and removal of debris as well as
touch-up painting, as outlined in the Trans-Alaska Pipeline
Maintenance and Repair Manual (MR-48). Maintenance that
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is beyond the scope of standard maintenance requires the in-
volvement of APSC system integrity and must be performed
under a Work Order in accordance with a Work Site Proce-
dure (PIP 5.2). An example of work that must be performed
under aWork Order/Work Site Procedureistightening of struc-
tural bolts.

Modification of pipeline bridgesis conducted in accordance
with the requirements of the TAPS Engineering Manual (PM-
2001) and the Quality Program Manual (QA-36).

2.1.4 SummMARY STATEMENT OF CONDITION

The condition of the mainline pipeiswell known and sound.
Although the pipeline was constructed more than 25 years ago,
the APSC hasimplemented an aggressive monitoring and main-
tenance program for the mainline pipe. The APSC has devel-
oped a number of new state-of-the-art techniques for
monitoring the condition of the pipeline and detecting corro-
sion, dents, ovality, buckles, and curvature. Portions of the
pipe have been replaced in the past and can be done so in the
future if needed. Areas of concern potentially affecting the
pipeline are known and properly addressed so that they are not
athreat to the integrity of the aboveground pipe, belowground
pipe, or pipeline bridges.

2.2 PETROLEUM STORAGE TANKS

2.2.1 DESCRIPTION

The TAPS has 82 petroleum storage tanks of 10,000 gal-
lons (238 bhbl) or larger capacity throughout the system. These
tanks are used for the storage of crude oil, turbine fuel, and
diesel fuel. Twenty-six of these 82 petroleum storage tanks
are crude oil storage tanks (including crude oil breakout tanks)
currently in service. The largest tanks on TAPS are located at
the VMT, where eighteen 250-foot-diameter (approximately
510,000 bbl each) tanks are available for storage of crude oil.
Two of these tanks are dual-purpose relief and storage tanks —
the remaining 16 tanks are for storage.

All crude oil storage tanks for TAPS are cone-roof tanks,
i.e., tanks with aflattened conical roof to alow avapor reser-
voir at the top, and were constructed in accordance with the
requirements from American Petroleum Institute (API) 650,
Tank Construction Code, and bear API identification plates.
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Tank (TK) 110 at PS 1 has a modified concrete ring-wall base
that was added in 1979 to correct a settling problem. A con-
crete ring-wall was installed at TK 140 at PS 4 in 1998. The
VMT tanks have concrete ring-wall foundations for seismic
stability.

Vertical tanks at al locations were constructed from 1974
through 1976 and commissioned in 1977, except for those at
PS 2 and 7. At these sites, the tanks were built from 1980 to
1983. The APSC inspects the crude oil tanks every 10 years or
on the applicable schedule as given in APl 653, Tank Inspec-
tion, Repair, Alteration, and Reconstruction. All aboveground
crude oil storage tanks reside inside dikes to contain any oil
spilled, should atank fail. The dikes are designed to hold 110%
of the aggregate volume of al tanks inside the dike plus an
allowance for precipitation. In addition, aliner is buried under
the top layer of gravel inside each dike to prevent crude oil
from seeping into the soil outside the tank farm.

Crude Balancing Oil Tanksat PS 1: PS 1 usestwo balancing
tanks to control the flow to the booster pumps and into the
pipeline. These tanks hold a total of 420,000 bbl of crude oil.
The balancing tanks have dedicated cathodic protection sys-
temsto prevent external, soil-side floor corrosion. In addition,
sacrificial anode systems in the tanks prevent internal floor
corrosion. Both tank foundations settled shortly after startup
of TAPS, creating abucklein the walls of the tanks. A special-
ist was hired to relevel the tanks, perform a hydrotest, and
assess their structural integrity; both tanks were determined to
be acceptable. An ongoing surveying program monitors the
buckles for changes.

East Tank Farm at the VMT (photo© courtesy of David A.
Predeger).
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Breakout Tanks: According to 49 CFR 195.2, a breakout
tank is defined as “atank used to (a) relieve surges in a haz-
ardous liquid pipeline system or (b) receive and store hazard-
ousliquid transported by apipelinefor reinjection and continued
transportation by pipeline.” Breakout tanks are located at each
pump station except PS 1. With the exception of PS 5, the
breakout tanks hold 55,000 bbl and their primary function is
pressure relief. PS 5 operates as arelief station and does not
have mainline pumps; the purpose of this pump station is to
relieve the pressure in the pipeline caused by the elevation of
Atigun Pass. The breakout tank at PS 5 holds 150,000 bbl.

It is desirable to keep the level of crude oil in the breakout
tanks low to make as much relief capacity as possible avail-
able. Assoon aspractical after arelief event of noticeable mag-
nitude, the pipeline controller inthe OCC at the VMT turnson
the pump station’s booster pump, which reinjects crude oil
into the suction side of the mainline pumps. In thisway, oil is
removed from the tanks and reintroduced into the pipeline oil
stream.

All breakout tanks have dedicated cathodic protection sys-
tems for corrosion control. While TK 1 and 3 at the VMT do
not meet the definition of breakout tanks given above (they are
mainline crude ail relief tanks), these two tanks serve the same
function as pump station breakout tanks. TK 1 and 3 also have
dedicated cathodic protection systems to control corrosion.

VMT Crude Oil Sorage Tanks: The VMT has 18 crude oil
storage tanks, each having a capacity of 510,000 bbl; the total
storage capacity of these 18 tanks is 9.18 million bbl. Four
storage tanks are located at the West Tank Farm and 14 tanks
are at the East Tank Farm. TK 2 and TK 4 through 18 store
crude oil beforeit isloaded onto ships. As noted above, TK 1
and 3 are crude oil relief tanks. All storage tanks at the East
Tank Farm have cathodic protection; the storage tanks at the

West Tank Farm do not have cathodic protection. The inspec-
tion interval for the crude oil storage tanks at East and West
Tank Farmsis based on APl 653, which has been adopted by
the Alaska Department of Environmental Conservation as the
regulatory standard.

2.2.2 MONITORING AND M AINTENANCE ACTIVITIES

Since 1989, the APSC has conducted an ambitious tank in-
spection and repair program to ensure that the petroleum stor-
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age tanks throughout TAPS are safe, leak free, being operated
to assure asset preservation, and in compliance with all federal
and state regulations and APl standards. The tank inspection
and maintenance program isAPSC’s largest repetitive project
activity since its inception in 1989. This project cost often
exceeds $20 million per year. Asregulations change, theAPSC
adopts technology to improve tank integrity, leak detection ca-
pabilities, and corrosion protection.

According to the stipulations given in Section 3.2.1.1 of the
Federal Grant, al design, material, construction, operation,
maintenance, and termination practices will be in accordance
with safe and proven engineering practice, and shall meet or
exceed thefollowing:

*American National Standards Institute B31.4, Liquid Pe-
troleum Transportation Systems; paragraph 434.21.3(a) refers
to APl Standard 650, and

49 CFR 195, Transportation of Hazardous Liquids by Pipe-
line.

All TAPS tanks were designed and constructed to the above
standards, and operation, maintenance, and repair of thesetanks
have all been conducted in accordance with the requirements
identified in these standards. In addition to the subsections of
49 CFR 195 and 60 CFR 112, the tanks are in conformance or
being modified to bein conformance with Occupational Safety
and Health Administration (OSHA) requirements given in 29
CFR 1910.106.

The State of Alaska has jurisdiction over TAPS petroleum
storage tanks. 18 Alaska Administrative Code (AAC) 75, Qil
and Hazardous Substance Pollution Control Regulations, lists
the requirements for these tanks and directs that the inspec-
tions and maintenance of these tanks conform to APl Stan-
dard 653. The State of Alaska also requires that the petroleum
facilitiescomply with the Uniform Fire Code. The storagetanks
meet or exceed the requirements identified in these codes. In
many cases, the Federal Grant and State L ease requirements
and stipulations are more stringent than the codes.

Theinspection methods and criteriaused in APSC’sinternal
tank inspections meet or exceed industry and regulatory stan-
dards. The APSC, working in conjunction with inspection com-
panies, has developed inspection instrumentation and
procedures that are now used worldwide in tank inspections.
These instruments and procedures provide reliable and accu-
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rate assessment of the tank floors; they provide for inspection
of approximately 95% of the tank floor. This exceeds the in-
spection criteriaidentified in APl Standard 653 and allowsAPSC
to have avery high confidence level in the inspection to iden-
tify and alow for the repair of any integrity threatening corro-
sion damage. This inspection program combined with the
improved cathodic protection systems installed on the tanks
provides assurance that the integrity of the tanksis maintained.

The operation, maintenance, inspection, and repair of these
tanks are in accordance with applicable laws, codes, regula-
tions, and standards. These requirements are identified in Sec-
tion 3.20, Tank Monitoring, of the SystemsIntegrity Monitoring
Program Procedures (MP-166). The APSC utilizestrained in-
dividualsresponsible for al aspects of tank operation, mainte-
nance, and i ngpection to hel p ensure compliance with applicable
regulationsand standards. Historically, thetanks have performed
very well.

The APSC began internally inspecting tanksin 1982. Begin-
ning in 1992, in conjunction with the adoption of APl Standard
653, the APSC initiated an intensive inspection effort on
aboveground storage tanks to ensure that all tanks were in-
spected to the new standard. All mgjor tanks were inspected
internally to APl Standard 653 by 1997. Corrosion perfora-
tions were discovered in the floors of TK 111 at PS 1 and TK
10 at the VMT during these inspections. These perforations
were filled with corrosion products and sludge and were es-
sentially self-sealing. This prevented all but very minor leaks
to the soil beneath the tanks.

The floors of five pump station tanks and 14 VMT tanks
were replaced. The floor replacements were done to repair
corroded tank floor plates and allow installation of sub-floor
cathodic protection systems. The APSC has used both retro-
fitted and new cathodic protection systems to successfully
protect tanks at the pump stations. All pump station relief tanks
now have effective cathodic protection systems installed. Ad-
ditionally, all TAPS tanks are equipped with Enraf sensitive
gauging for leak detection and they also have or are being
equipped with overfill alarm systems. These tanks have been
in service since 1977 and there has never been a spill, overfill,
or other significant problem with any of the tanks.

The tank inspection and maintenance program COvers rou-
tine inspection, maintenance, and repair of the crude oil tanks.
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The possihility of needing to replace all crude oil tanksis re-
mote. The only plausiblereasonswould be amajor design flaw
or significant corrosion, and neither is likely. The tanks were
designed and built by Chicago Bridge and Iron, which special-
izesin the design, engineering, fabrication, field erection, and
repair of steel tanks, and have no known design flaws. Chi-
cago Bridge and Iron is the leading provider of field-erected
steel tanks in North America.

A rigorous corrosion management program is in place to
prevent significant corrosion. The program includes both in-
ternal corrosion control and external corrosion control. Inter-
nal tank corrosion control consists of a combination of
protective coatings and cathodic protection using sacrificial
anodes. External corrosion control occurs through a variety
of approaches, including external cathodic protection, internal
nondestructive examination, or a combination of these two
techniques.

Impressed current systems are the corrosion protection sys-
tems of choice and are being installed in various configura-
tions depending on the method of tank construction. Systems
include deep-well ground beds, distributed ground beds,
undertank systems, and angle-drilled systems. Theinstallation
cost for each system is approximately $2 million. For tanks
with liners under the tank bottom, only undertank cathodic
protection systems have been successful. System design may
vary between tanks and is affected by interna inspection re-
sults, associated repairs, and system economics.

Cathodic protection effectiveness and operation are moni-
tored periodically by measuring structure-to-soil potentialsand
rectifier outputs. When possible, potential readings are taken
at the tank perimeter on all tanks and on permanent reference
cellsinstalled under tanks. Rectifiers are checked bimonthly to
verify that they are operating. Monitoring is conducted annu-
ally for structure-to-soil potentials; rectifier output (volts'amps),
efficiency, and unit inspection; and anode outputs (amps) in
junction boxes on ground beds.

The APSC conducts a rigorous inspection and maintenance
program on al its in-service tanks. This inspection program
meets or exceeds the requirements identified in 18 AAC 75;
APl Standard 653, Section 4; and 49 CFR 195.432. These
inspections include daily, monthly, and five-year external in-
spections. The APSC performs internal inspections of every
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major operational tank based upon API standards. Operations
personnel at the tank sites daily monitor all tanks for leaks.
The personnel performing the inspections are knowledgeable
about the tank, its operation, and the characteristics of the
stored material. Theresults of the monthly inspectionsat pump
stations and the VMT are entered into a database maintained
on an APSC mainframe computer system. The results of these
inspectionswill be kept for thelife of the pipelineand arefiled
at the tank site and with the APSC tank steward. If a discrep-
ancy is detected, the inspection is broadened and assessed.
The APSC operations and engineering will then work together
to address the irregul arity.

Routine in-service inspections are conducted each calendar
month, with no more than 45 days between inspections. The
monthly inspections are conducted in accordance with APSC
procedure SIP T-1001. Inspection personnel visually inspect
all tanks as directed by preventive maintenance work order
requirements. As in the daily inspections, the personnel per-
forming these inspections are knowledgeable about the tank,
its operation, and the characteristics of the stored material.
The procedures detail specific points to check. The monthly
inspection documentation iskept for thelife of the pipelineand
filedin accordancewith APSC’s company-widefiling plan CW-
199, Master List of Quality Records, File Code 13.30. The
pump station receivesacopy of theseinspection reports. When
a deficiency or question is noted, APSC operations requests
inspection and evaluation, and works with engineering to ad-
dress the discrepancy.

A settlement survey isnormally conducted annually, although
these surveys can be more or less frequent, based on the tank
foundation’s past performance. The personnel performing these
inspections are knowledgeable of the tank, the tank’s opera-
tion, and the characteristics of the stored material. A survey of
the cathodic protection system of each tank is done annually,
asrequired by API Standard 653. The APSC's inspections are
required to meet al facets of APl Standard 653 requirements.
The annual cathodic protection inspection documentation is
kept for the life of the pipeline and filed in accordance with
APSC's company wide filing plan CW-199, Master List of
Quality Records, File Code 13.30. The pump station receivesa
copy of these inspection reports. If a discrepancy is noted,
APSC operations expands the inspection and evaluation, and
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works with engineering to address the irregularity.

All of the tanks covered by 18 AAC 75 require amore thor-
ough external inspection. The APSC'’s five-year inspections
arerequired to meet APl Standard 653 requirementsfor afive-
year external inspection. The five-year inspections are con-
ducted and signed by an authorized inspector as defined by
APl Standard 653. These inspections are conducted when all
snow and ice are removed from the base of the tank, allowing
full examination. The original inspection reports for five-year
inspections are forwarded to the inspection team lead, with
copies to pump station operations. If a discrepancy is noted,
APSC operations expands the inspection and evaluation, and
works with engineering to address the irregularity.

Tanks covered by 18 AAC 75 are allowed amaximum of 10
years between internal inspections, unless a shorter or longer
inspection interval is prescribed by APl Standard 653 or API
RP 12R1. The tanks covered by DOT regulations in 49 CFR
195 are required not to exceed the 10-year interval for internal
inspection, unless alonger period is alowed by APl Standard
653, Section4.4.2. TheVMT ballast water and recovered crude
oil tanks are covered by 18 AAC 75, as directed in the Valdez
Marine Terminal Qil Discharge Prevention and Contingency
Plan, (APSC 2001b). The internal inspections are conducted
under the direction of an APl Standard 653 authorized inspec-
tor. The inspections must satisfy the requirements of APSC
inspection procedure SIP T-1001.

Preparatory work, inspection, and potential repair work is
very involved for the internal inspections. Theinternal inspec-
tions are done through a funded maintenance program. Re-
pairs and replacements are under a separately funded project.
Inspections for the internal examination are performed to the
specifications of APSC’s inspection procedure SIP T-500 and
API Standard 653. Internal inspection documentation, and any
corrective actionstaken arefiled with the tank inspection project
records, with copies to the inspection team lead. Copies of
data and reports from the inspection are forwarded to the sys-
tems integrity team lead for updating of Table 7 in Section
3.20, Tank Monitoring, of the Systems Integrity Monitoring
Program Procedures, (MP-166), and the corrosion data man-
agement system.

The record keeping requirements of inspection results are
detailed in MP-166. During the recent renewal of the Trans-
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Alaska Pipeline System Qil Discharge Prevention and Contin-
gency Plan (APSC 2001a), the inspection records of the pipe-
linetankswere requested by the State of Alaska. While TM-166
and the record keeping proceduresincluded init are new, al of
the requested inspection data was retrieved, providing a good
test of the new procedure and the completeness of the data.

Corrosion is the biggest operational integrity issue for any
tank. Both external and internal corrosion can be problematic,
with soil-side, bottom corrosion usually being the primary con-
cern. Because of these concerns, the APSC addresses exter-
nal, soil-side, bottom corrosion control through a variety of
approaches. These include external cathodic protection, leak
detection, internal nondestructive examination, and combina-
tions of these methods. The nondestructive examination tech-
nigue is used when warranted by the inspection program

For external, soil-side, bottom cathodic protection, severa
systems are used including deep-well ground beds, distributed
ground beds, undertank anode grid systems, and angle-drilled
systems. For tanks with liners under the tank bottom, only
undertank anode grid cathodic protection systems have been
successful. The design of the system is impacted by the inter-
nal inspection results, associated repairs, and system econom-
ics. The APSC specification B-485, Impressed Current Cathodic
Protection for Aboveground Sorage Tanks— Grid System, de-
fines the application of these systems. The effectiveness of
the installed cathodic protection system is monitored on a pe-
riodic basis, in accordance with the System Integrity Monitor-
ing Program Procedures (M P-166) and APl Standard 653. This
effectiveness monitoring is conducted bimonthly for rectifier
outputs, and annually for structure-to-soil potentials. External
cathodic protection systems for tank protection are designed
to be in conformance with the standards given in APl Stan-
dard 651.

The cathodic protection systems are surveyed annualy to
ascertain the level of protection and ensure the protection of
the tank bottoms. Internal corrosion control consists of utiliz-
ing a combination of several corrosion control methods, in-
cluding protective coatings, internal cathodic protection, and
chemical corrosioninhibitors. Theinternal surfaces of thetanks
are primarily protected by a protective coating. The type of
coating varies with the tank service, as well as the environ-
ment inwhichitwill be applied. Coating selection, application,
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and internal cathodic protectionisoutlined in APSC Specifica-
tion B-414, Interior Coating of Seel Tanks, and in conform-
ance with APl Standards 651 and 652. To supplement the
internal coating on most crude oil storage tanks, internal ca-
thodic protection is provided by sets of sacrificial anodes, as
detailed in APSC Specification B484, Sacrificial Cathodic Pro-
tection of Aboveground Sorage Tanks, Internal. In addition,
corrosion inhibitor chemicals are added to the relief and bal-
ancing tanks, where they treat any separated water, and pro-
vide a protective chemical film on any exposed surface.

Therequirements of 18 AAC 75 provide that inspection and
repair guidelines for major petroleum tanks follow APl Stan-
dard 653. This standard gives a recommended guideline for
tank liners based on the metal thickness of the tank bottom. It
also presents a formula for calculation of the minimum re-
maining tank wall, based on the corrosion rate that is to be
used as a basis of repair. Repairs to TAPS tanks are in accor-
dance with the requirements given in APSC Specification T-
411, Tank Repair, and by requirements of APl Standard 653.
Work not covered by these documents must be specified by a
qualified engineer utilizing APl Standard 650.

The TAPS tank systems are under constant scrutiny. When-
ever an enhancement is developed for a system, it is put into
effect as soon as practical. Examples of these enhancements
arethelevel sensing system improvementsfor the TAPStanks,
and the improved overfill aarm systems. Another enhance-
ment implemented by APSC is the improvements made to the
cathodic protection systems of several of the tanks. Another
enhancement to the tank program is the publication and distri-
bution of the System Integrity Monitoring Program Procedures
(TM-166). All of the tanks at the VM T’s East Tank Farm have
the new undertank anode grid cathodic protection systems.

M P-166 was published as a controlled document and isrou-
tinely reviewed and updated. This manual isasummary of the
requirements for management of TAPS tanks and covers all
major and minor (as defined by 18 AAC 75) tanks on the pipe-
line and at the VMT. Section 3.20, Tank Monitoring, of MP-
166 covers the inspection and maintenance of aboveground
storage tanks, and delineates the record keeping regquirements
for both routine and non-routine maintenance inspections. This
manual also establishesthe record keeping responsibilitiesand
requirements for tank inspections and maintenance.
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The drawings for TAPS tanks reside in the Fairbanks Busi-
ness Unit and the Valdez Business Unit document control cen-
ters. These include drawings from the original design and
construction, APSC/Fluor appurtenance/orientation drawings,
and as-built drawings. The drawings are accessible through
the document control centers, and are maintained and updated.
When the tanks are checked during internal inspections, the
work is done as a program with repairs performed as a sepa-
rately funded project. All tank inspection programs and repair
projects include updating the drawings to reflect current as-
built status, as well as changes initiated by the inspection and
repair activities. If discrepanciesare noted in the as-built draw-
ings, they are corrected during theinternal inspections. All major
APSC storage tanks have been internally inspected, and their
drawings updated.

Changes in the tank management program are documented
through the processes established and required in TAPS Engi-
neering Manual (PM-2001), System Integrity Monitoring Pro-
gram Procedures (MP-166), Quality Program Manual
(QA-36), and APSC inspection procedures. An integrity man-
agement engineer is assigned as the steward of Section 3.20,
Tank Monitoring, of MP-166. The requirements of managing
change are laid out from the planning phase through construc-
tion and compl etion. The record keeping requirements are speci-
fied for al changes, as well as the custody of the records and
the term of retention of the records.

2.2.3 SUMMARY STATEMENT OF CONDITION

The petroleum storage tanks are maintained through arig-
orous inspection, monitoring, and repair program that meets
applicableregulationsand industry codes. Asaresult, thetanks
are in good condition. The floors of five pump station tanks
and 14 VMT tanks have been replaced and a sub-floor grid
cathodic protection system installed. The good condition of
the TAPS tanks after 25 years of service is not unusual. At
other petroleum facilities, the original crude oil storage tanks
have been in service since the 1930s.

2.3MAINLINE VALVES

Valves controlling the operational functionsof TAPS arelo-
cated on the mainline pipe, in pump stations, and at the VMT.
The pipeline valves serve to minimize spillsin the event of a
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leak in the mainline pipe, prevent overpressure of the pipeline,
and isolate pump station and VMT facilities as necessary. This
section covers the pipeline valves required for safe pipeline
operations as listed in Appendix A of the Procedural Manual
for Operations, Maintenance and Emergencies (OM-1).

During the design of TAPS, valve locations were selected
based on a maximum static oil-spill volume set at 50,000 bbl,
which was approved by the Secretaries of Transportation and
Interior. The original approved plan had 142 mainline valves.
Additional valves were added to isolate the pump stations and
the VMT, and to further protect environmentally sensitive ar-
eas. The pipeline has a total of 177 48-inch-diameter valves.
Thelongest segment of the pipelinewithout aremote gate valve
(RGV) is29.21 miles (between MP 519 and MP 548).

2.3.1 DESCRIPTION

The 48-inch-diameter pipeline valve system includes 62
RGVs, 81 check valves (CKV's), 9 manual gatevalves(MGV's),
24 battery limit valves, and 1 ball valve which acts asa RGV.
These valves are described as follows.

Remote Gate Valves: Gate valves are body double-block and
bleed valves. When the valve closes, aninternal pocket or body
is created between two sealing vertical slabs of steel. If the
valve is functioning optimally, the body can be drained of oil
and its internal pressure reduced to zero gauge pressure, i.e.,
atmospheric pressure. Each valve has a bypass consisting of a
6-inch-diameter pipe and two 6-inch-diameter valves. Thisas-
sembly is called a bypass line. Oil can flow through this line
when the mainline 48-inch-diameter valve is closed and the
bypass valves are open. This allows for pressure equalization
across the pipeline valve and pipeline drain-down in the event
of an emergency.

The RGVsare battery powered, motor-operated valves con-
trolled viaaredundant communications system or from alocal
control panel at the RGV site. In the event of motor, operator,
or power failure, it is also possible to operate the valves by
handwheel or by portable drive operatorstaken tothesite. The
RGVsin TAPSwork with the CKVsto limit spillsin the event
of apipeline break, leak, or rupture. In addition, the RGVs can
isolate areas of pipe for maintenance and, in some circum-
stances, are used to prevent over-pressurization of the pipe-
line.
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The RGV system design includes several fail-safe features
to minimizethelikelihood of apipelinerupture dueto an unex-
pected valve closure. If a single gate valve started to close, a
negative pressure wave would surge down theline on the down-
stream side of the valve. On the upstream side, pressures could
exceed the MAOP. Under such conditions, an RGV could cause
aspill rather than prevent one. To minimizethisrisk, the RGV
auto controls logic includes measures to reduce pressure up-
stream and to allow the positive pressure wave from upstream
to pass the closing valve before it completely seal's, thus keep-
ing upstream pressure below the MAOP.

Check Valves: The 81 mainline CKV's prevent reverse oil
flow in the line and can help prevent spills in the event of
pipeline leaks or ruptures in ascending segments of pipe. All
mainline CKV'scan belocked openwith thevalve clapper raised
out of the oil stream. In addition, 16 of the valves have active
automatic systems which hold the valve clappers out of the ail
stream and automatically release the clapper into the stream if
pressure or flow in the line drops. Once pressure or flow re-
turns to normal, the system raises the clapper back out of the
stream. The CKVs must be locked out of the oil flow when an
instrument pig is sent down the line. Collision between a pig
and a valve clapper could damage the pig or the valve.

Manual Gate Valves: The nine MGV are identica to the
RGV s except they lack motorized operators, power, and auto-
mated controls. The MGV s are located near specific CKVsto
provide more positiveisolation of pipeline segmentsthan would
be provided by CKVsaone. A MGV can be closed to restrict
oil flow to that segment of pipe. The MGV sare used primarily

for maintenance purposes but could aid in secondary oil-spill
containment if necessary.
Battery Limit Valves: The 24 battery limit valves provide

facility and manifold isolation for pipeline, pump station, and
VMT maintenance. These valves are identical to the mainline
RGVs, but are powered and controlled differently. Except for
one battery limit valve at PS 10 which acts as an RGV, these
valves are not required for oil spill control. One battery limit
valveisat the suction end of each pump station and one at the
discharge end, except at PS 1, where there is only a discharge
battery limit valve. Thereisaso abattery limit valveat theinlet
to the VMT. In addition, there is a 48-inch-diameter manifold
ball valve between the two battery limit valves at PS 11 that
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functions as an RGV.

2.3.2 M ONITORING AND M AINTENANCE ACTIVITIES

New valves of two-inch nominal pipe diameter and larger in
TAPS crude ail transportation service are under the jurisdic-
tion of the DOT and must meet the pressure test requirements
of APl Standard 6D. The APSC specifications for most crude
oil valves require that they be designed, constructed, and
monogrammed in accordance with APl Standard 6D. The DOT
regulations given in 49 CFR 195 also require the pipeline op-
erator to maintain those valves required for safe operation in
good working order. The expression good working order is
not defined intheregulation. The Federal Grant and State Lease
specify that crude oil piping will adhereto what isnow ASME
B31.4.

The valves required for safe operation of the pipeline are
well documented. Records of manufacturer, model, type, se-
rial number, and location are available for each valve. The op-
erating service history is also known. Each of the valves was
successfully pressure tested prior to shipment and some were
tested again as part of field hydrostatic pressure tests. The
condition and acceptability of these valvesat thetime of instal-
lationiswell documented. Sinceinstallation, themainlinevalves
have been exercised 10-20% of full stroke twice each year,
which is standard pipeline industry practice. Starting in 1995,
theremainder of thevalvesidentifiedin Appendix A
of the Procedural Manual for Operations, Mainte-
nance and Emergencies (OM-1) were also stroked
20% of full travel two times each year to demon-
strate that they will operate upon command.

Until the 1990s, the major effort was to assure
mainline valves closed in case of a pipeline leak.
After a near miss incident, it was reaized that an
unanticipated closure would isolate the pump sta-
tion suction relief valves from the upstream pres-
sure source, and the suction relief valves would be
unableto protect the pipeline. Thelogic for the pro-
cess control computers was modified to immedi-
ately idle the pumps at the upstream pump station
and/or close selected RGVsif one of the RGVssig-
naled it was not fully open. Procedures were pro-
mulgated to manually idle the upstream pump station
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and/or close selected RGV's if communication was lost with a
downstream valve for more than two minutes. The closing
speed of 45 pipeline valves was slowed to further reduce the
magnitude of pressure surges

During pipelinereplacement at Atigun Passin 1990 and 1991,
3 CKVs were removed from the pipeline and inspected after
more than 13 years of service. These valves were found to be
in good working order; two were refurbished and put into
service, and the third used as a spare. In 1996, the APSC dis-
covered a small weep at CKV 92 that was the result of the
improper installation of asmall steel operator vault. In addition
to correcting the situation at CKV 92, the APSC took addi-
tional preventative action and installed new concrete vaults at
four other belowground CKV's, which aso had Ledeen actua-
tors and vaults.

In the past, the performance data for mainline valves was
mostly limited to operability information. The ability of valves
to seal was limited to only a few incidents when sections of
the pipeline or facilities were isolated for maintenance pur-
poses. Theability of RGV sand pump station battery limit valves
to seal was quite good. However, the process valves at the
pump stations and the VMT exhibited more sealing problems
and several have been replaced. The mainline gate valves have
two seats that can independently seal the valve from leaking

ik

Check Valve 82 (photo© courtesy fDid A. Predeger).
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through. If both seats seal, the body can be depressurized for
stem packing repair and maintenance. Over half of the gate
valves could not be completely depressurized so at least one
seat was leaking.

In 1997, the APSC initiated the TAPS valve program. This
program is an aggressive effort to determine the condition of
critical pipeline and facility valves and improve maintenance
procedures and documentation. The initial program goa was
to ensure confidence in al critical valves, operators, and ac-
tuators, and to develop and implement a comprehensive main-
tenance program within three years. The JPO and DOT signed
a Memorandum of Agreement with APSC dated January 23,
1997 (JPO and APSC 1997) that set interim goalsto fulfill the
program. A risk assessment was completed in 1997 to set pri-
oritiesfor the order of valve testing and to establish in-service
sealing criteriawith aresponse plan should avalvefail to meet
the criteria. The program resulted in the TAPS valve mainte-
nance management plan (TVMMP) that carries forward the
best maintenance practices developed by the program.

All pipeline valves and actuators receive annual preventive
maintenance and yearly function testing. In addition, preven-
tive maintenance procedures are being enhanced to extend the
longevity of all equipment. Engineers note changes in equip-
ment and look for trends that indicate a need for additional
maintenance or projects. Annual TVMMP evaluations and re-
ports keep JPO and APSC engineers abreast of trends so that
procedures are updated and preventive maintenance can be
done.

Because of the TAPSvalveprogram, al of theRGV's, CKVs,
and pump station battery limit valves have been tested for leak-
age, and five valves have been repaired in-situ or replaced.
The results of the tests conducted between 1997 and 2000
indicated that only three pipeline valves, RGV 80, RGV 39,
and CKV 122, leaked more than the APSC'’s operational ac-
ceptance criteria. Regulatory agencies have endorsed APSC's
TVMMP approach, and acknowledged that the operational
acceptance criteria are only part of the overall program to
maintain valves in good working order. In September 1998,
RGV 80 was replaced and CKV 122 was repaired. RGV 39
was replaced in the summer of 2002. One additional valve
(RGV 60) was tested to be within performance criteria but
wasreplaced in 1999 dueto its sensitive proximity to the Yukon

ANC-02-E-013

River. Finally, CKV 74 was replaced in 2001 because the seat
ring was pulled out of the valve by a pipeline pig.

Each valve that was replaced or repaired was thoroughly
inspected to identify possible improvements which might pre-
vent similar problems on the other pipeline valves. The valves
failed to completely seal because of mechanical damage to the
seats from foreign bodies being stuck between moving parts
of the valve and from products injected into the valve seats
causing arestriction in seat movement.

The pump station battery limit valves and pig trap valves (at
PS 1 and 4, and the VMT) provide safe isolation and protect
personnel, and thus are included in the focus of the TVMMP.
The TVMMP looks at the complete function of these valvesto
ensure that the valve body, gear operators, and actuators are
assessed so that they work together as desired. Separately the
control logic, operating procedures, and equipment mainte-
nance programs are eval uated to ensure compatibility and that
the valves will function as required.

Programsto Improve Valves: TheAPSC hasundertaken sev-
eral other significant efforts to monitor the performance of
mainline valves. Some continuing efforts include the follow-
ing.

*Theinstallation of soil gasprobesat all belowground main-
line valves. These probes are sampled at least annually to de-
termine if there are any hydrocarbons present. In the event
that hydrocarbons are detected, APSC then undertakes efforts
to determine the source. This program makes it possible to
detect small weeps or seeps, which would not be otherwise
visible for asignificant period.

*A program to excavate and inspect the belowground main-
line CKVswas completed in 2002. All but 6 CKVsarenow in
underground vaults for ease of inspection and repair. The
planned schedule for inspection and vaulting of these 6 valves
isasfollows:

0 CKV 4 — scheduled for inspection and vaulting in 2003,

0 CKV 5 — scheduled for inspection and vaulting in 2003,

0 CKV 22 — scheduled for inspection and vaulting in 2003,

0 CKV 86 — scheduled for inspection and vaulting in 2004,

0 CKV 89 — scheduled for inspection and vaulting in 2004,
and

0 CKV 74 —repaired in 2000, scheduled for inspection and
vaulting in 2010.
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*In accordance with 49 CFR 195, function testing of the
mainline valves is performed twice a year.

*During the execution of the annual winterization and elec-
trical preventative maintenance tasks, the APSC collects and
analyzes mechanical and el ectrical information about each pipe-
linevalve. For example, al auxiliary piping, valve bonnet, and
stem packing areas are inspected for seeps or weeps. ltems
that cannot be fixed immediately are tracked and corrected
either through APSC’s computerized work order system or
through the nonconformance reporting process outlined in the
Quality Program Manual (QA-36).

*The APSC has upgraded the buried control and power cables
to RGVs (this effort was completed in 1999) and upgraded the
CKV operators and lost motion devices. As part of the RGV
control system upgrade, the APSC is now able to sense RGV
positions.

*The APSC has added supplemental cathodic protection to
RGVs to minimize external corrosion of valves and nearby

piping.

2.3.3 SUMMARY STATEMENT OF CONDITION

The APSC’s valve maintenance program ensures the con-
tinued integrity of thevalves. The 177 pipelinevalveson TAPS
receive regular maintenance and testing. The TVMMP closely
monitors the status of valves, and maintenance activities are
conducted as needed. Other than the five valves that have been
repaired or replaced, all pipelinevalvesperformwithin APSC's
operational acceptance criteria. Mgor repairs or replacement
of individual valves are budgeted and planned in advance of

Welding RGV 80 into place in September 1998.
An unidentified worker (right) installs a split-T for a
drain down apparatus required before repairing CKV
122 (photos courtesy of © David A. Predeger).
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the event.

Several components of pipeline valves wear out over time
from normal use. Some examples are gate-valve stem seals,
valve actuators, and operators. With the exception of cleaning
and instrumented pigs, all materials hard enough to cause the
most extensive damage to the valveswere probably introduced
into the pipeline during original construction, e.g., pieces of
steel, wrenches, bolts, and other items accidentally left inside
the pipe, and were long ago cleared from the pipeline. Even if
damage were to occur, components of pipeline valves can be
readily replaced or repaired.

2.4 FueL GasPiPELINE

2.4.1 DESCRIPTION

The fuel gas pipeline transports natural gas from PS 1
through 4 (the pump stations north of the Brooks Range) to
power the turbines that drive the crude oil pumpsin the three
operating pump stations (PS 2 has been placed on standby).
Natural gas is the primary fuel for these stations, with liquid
turbine fuel available as backup. Natural gasis produced with
the crude oil pumped from the ground on the North Slope.
Processing facilities separate the gas, and APSC receives a
portion to use as fuel.

The gas pipeline is athin walled (Y+inch thick) metal pipe
that generally runs parallel to the oil pipeline and the Dalton
Highway and is buried about 30 inches below ground. The
fuel gas pipeline starts at the gas-metering enclosure at PS 1
where natural gas from North Slope producers is accepted,
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odorized, metered, and filtered. A side stream supplies PS 1,
and the remaining gas is compressed, cooled, metered, and
routed to into the fuel gasline. Thefirst 34 milesfrom PS 1 to
the pig receiver and launcher at fuel-gas-line MP 34 is 10-
inch-diameter pipe, and the remaining 115 milesis 8-inch-di-
ameter pipe. The fuel gasline ends at PS 4.

The gas line consists of facilities for the isolation, filtering,
metering, odorizing, compressing, cooling, and chilling of the
natural gas and a pig launcher at PS 1; 34 miles of 10-inch
pipelinefrom PS 1 to fuel-gas-line MP 34; the pig receiver and
launcher at MP 34; 115 miles of 8-inch pipelinefrom MP 34 to
PS 4; and ten manual gate valvesaong theline. Theincoming-
gas metering skid at PS 1 measures the quantity of fuel gas
supplied to TAPS by North Slope producers. Flow measure-
ment for the gas producers is performed with an orifice meter
that includes pressure and temperature transmitters. A signal is
sent to a flow computer, which is located in the PS 1 control
room. The computer calcul atesthe gas quantity passing through
the meter and automatically adjusts for gas pressure and tem-
perature variations and displays the calculated quantity. Sig-
nals for gas pressure, temperature, and flow rate are also sent
to the producer.

After metering, theincoming gasis cleaned in the filter unit
at PS 1 to remove foreign particles and liquids, which drain
into the PS 1 crude oil storage tanks. Because Alaska North
Slope natural gasis clean and dry, virtually no moisture enters
the system. The filter unit isalow maintenance item requiring
little or no attention except routine monitoring and periodic
filter changes. After the gasisfiltered, an APSC purchase gas
meter measures the volume of incoming gas. Thisisused asa
comparison and backup to the custody transfer meter described
above. After leaving the APSC meter, the gas flow splitsinto
two streams. The main stream continuesinto the fuel gas com-
pressor module. The smaller stream is processed at the gas
building for PS 1 use. Gas blowdown systemsin the gas build-
ing and fuel gas compression module would remove pressur-
ized gasin an emergency to effectively remove the possibility
of explosion.

PS 1 Gas Stream: Before gas can be used for fuel at PS 1,
its pressure must be reduced. This is done by a pressure let-
down regulator. Since reducing the pressure of the gas has the
effect of cooling it, the fuel gas heaters are used to heat the
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gas prior to this process. Without preheating, liquids could
drop out into the gas stream, and condensation and ice might
build up on the outside of the gas piping and other compo-
nents. While ice and condensation are not hazardous to the
piping, liquid buildup inthe gas stream, ice buildup on gasfuel
control devices, and water puddles on walking surfaces are
significant hazards. After the pressure of the gas is reduced,
the station-use gas meter measures the flow of gas for use at
PS 1.

Pipeline Gas Stream: The main stream of fuel gasgoesfrom
the gas building to the fuel gas compression module. The gas
ischilled in arefrigeration unit to prevent thawing of the per-
mafrost around the buried fuel gas line. The gas is metered
and returned to the gas building, where it flows into the pipe-
line that supplies gasto PS 3 and 4 (PS 2 isin standby). The
fuel gas pipeline is equipped with a pig launcher at PS 1. Gas
does not flow through this device unless a pig is needed. To
launch apig, the gas streamisrerouted into the launcher, where
gas pressure pushes the pig out of the launcher and down the
pipeline. Three types of pigs are used in the fuel gas pipeline:
cleaning pigs (which remove liquids and solids and ensure the
lineisfree of contaminants), geometry pigs (which determine
the physical shape of the pipeline and measure pipe bends),
and magnetic flux corrosion pigs (which look for defects in
the pipe wall). Noncritical dents in the pipe prevented some
types of pig runsin the 8-inch diameter pipe near PS 4 until
recently when this segment of pipe was replaced with new

pipe.

2.4.2 MONITORING AND M AINTENANCE ACTIVITIES
Because the pump stations consuming natural gas can be
converted to liquid fuel, the gas pipeline could bereplaced ona
planned basis without significantly impacting pipeline opera-
tions. However, failure of this pipeline is highly unlikely; the
only foreseeabl e reason to replace the pipelinewould beif large
areas of corrosion developed. Cathodic protection mitigates
corrosion, and pigs are used to inspect the line regularly so
that engineers know when areas need maintenance. The fuel
gaslineis maintained to DOT standards given in 49 CFR 192
and is managed in accordance with the Operating, Mainte-
nance & Emergency Plans for the Fuel Gas Pipeline (FG-78).
The APSC replaced several hundred feet of thefuel gasline
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near PS 4 in 2001 due to external corrosion caused by unique
environmental conditions. In the warm summer months,
groundwater flows over the pipe and warms it to just above
freezing. The combination of warmth and liquid encourages
corrosion. Because the gas pipeline transports a cool product,
pipereplacement isgenerally smpleand relatively economical.
Minimal ground preparation isrequired (as opposed to the crude
oil pipeline), no special backfill is necessary, and the pipe is
buried only 30 inches below the surface.

Pipeline: The fuel gas pipeline appears to be generally in
good condition. It may require occasional small repairs, but
APSC does not anticipate complete replacement or other ex-
tensive work. There are two maintenance issues relating to the
fuel gasline's depth of soil cover. First, the ground is settling
around the pipe in some regions while the pipe stays in place.
This exposes the gas line to the open air as the ground around
it moves away. A well defined maintenance strategy is used at
these locations. The pipeis surveyed in segments to determine
where this phenomenon occurs. Where settling is occurring,
remediation (reburial) is performed on a priority basis as de-
termined by arisk assessment; an enhanced maintenance strat-
egy has been proposed based on the same risk assessment.

The second condition that affects the fuel gas line's depth
of cover is thermal expansion. In certain areas, the pipe has
expanded because it iswarmer than when it wasinstalled. The
pipe moves in the direction of least resistance and thus rises
up from beneath the soil. The region wherethisoccursis moni-
tored annually, and the pipe is reburied when it rises above a
designated threshold. Furthermore, experimental projects for
advance remediation have placed overfill in selected areas be-
fore the pipe emerges. This prevents the pipe from surfacing,
helps insulate the ground, and may prevent the problem en-
tirely.

The JPO has actively monitored the depth of cover over the
fuel gas line. The issuance of findings by JPO in 1998 and a
DOT/OPS Notice of Probable Violation onthefuel gaslineled
APSC to develop a five-year corrective action plan for depth
of cover over the pipe, exposed pipe, and other compliance
issues. The APSC is on schedule with this plan. The JPO is
continuing to follow the progress of this corrective action plan
through monitoring of the associated yearly projects (JPO
2001b).
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In 2001, the APSC installed a new leak detection system on
the fuel gas line that is similar to that used on the crude oil
mainline pipe. Thisleak detection system for the gaslinetracks
gas flow, accounting for its compressibility. Information is
updated several times every minute —avast improvement over
the previous system in which data was revised daily. The sys-
tem will alert the pipeline controllers in the OCC if flow rate
discrepancies are detected, which would be indicative of a
leak.

Manual Gate Valves: The ten manual gate valves along the
fuel gaslinerequire annual maintenance consisting of lubricat-
ing the stem packing and flushing the valves with cleaners. A
genera visual check isdone, and the valve actuators are checked
to be sure they work properly. It is not expected that al of the
valveswill need to bereplaced, but one or two may be changed
on occasion if avalve no longer seals. The sealant injection
lines on these buried valves were replaced in 2000 to bring the
lines above ground. This makes the valves more accessible for
regular maintenance.

Gas Compressor Module: The fuel gas compression mod-

uleiscontinually maintained and will not need to bereplaced if
good maintenance continues and upgrades occur as required.
The PS 1 fuel gas compression module controlswere upgraded
in 2001 and 2002. The project involved the replacement of the
controls system for fire and safety, and for gas system isola-
tion and blowdown. It also included upgrading the outdated
pipeline anti-surge controls to better protect the gas compres-
sors from surges, balance their load, and keep them close to
their operating set points.

Fuel Gas Heaters: Fuel gas heater tube bundles may have to
be replaced. An inspection program has been recommended
because the tubes have been in service for many years.

Incoming Gas Metering Skid: The metering skid measures

the natural gas supply from North Slope producers to PS 1.
Past maintenance practicesinvolved injecting sealant into sys-
tem valvesand leaving the valves with the sealant in place. The
seal ant settled into the metering piping and created local corro-
sion pits. The meter tube assembly was consequently replaced
because the pits interfered with the meters' accuracy. Techni-
cians currently use less sealant and flush the valves when seal -
ant is no longer needed. In addition, anew, less corrosive type
of sealant is now used.
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Gas Filter/Separator: The gas filter/separator at PS 1 traps
any sediment and liquidin thefuel gassupply from North Slope

producers. Thefilter/separator isavery low maintenance com-
ponent requiring only an occasional check of the unit’s liquid
level and filter cleaning. Filter/separators are also installed in
the gas buildings at PS 3 and 4 to clean the fuel gas before it
goes to pump station users.

Gas Blowdown Systems: In the gas buildings at PS 1, 3,
and 4, and in the fuel gas compression module at PS 1, gas

blowdown systems relieve excess pressure in piping when the
system shuts down. The systems enhance safety by removing
a potential fuel source for fires. The gas blowdown system in
the fuel gas compression module was upgraded as part of the
project to upgrade the fuel gas compressor module controlsin
PS 1. The gas building was not modified, because the control
circuits are hard-wired and do not become obsol ete.

Fuel Gas Chiller: This component of the fuel gas compres-
sion module chills the gas before it goes to the fuel gas pipe-
line. Chilling the gas minimizes the possibility of thawing the
permafrost along the pipeline route. The chiller may require a
new tube bundlein the heat exchanger because of normal wear.

2.4.3 SUMMARY STATEMENT OF CONDITION

Thefuel gas pipeline that provides fuel to power the pumps
inPS 1, 3, and 4 isin good condition. The line is maintained
and operated in accordance with federal regulations for gas
pipelines. It is pigged regularly, and cathodic protection isin-
stalled to abate the effects of corrosion. The gas treatment and
handling equipment at PS 1 (including the fuel gas compressor
module that compresses and cools the gas routed to PS 3 and
4) isregularly maintained and upgraded as necessary. The fuel
gas pipelinewill continue to be sound as long as current main-
tenance efforts continue.

2.5 PRESSURE RELIEF SYSTEMS

2.5.1 DESCRIPTION

Pressurerelief systems prevent pressurein the pipelinefrom
exceeding 110% of the MAOP. Surge waves can be generated
in the pipeline when flow stops quickly —for example, when a
valveis closed or crude oil pumps are stopped. Opening pres-
surerelief valves dissipates excess pipeline pressure. Oil flows
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out of the pipeline, through the valves and into breakout, or
relief, tanks at the pump stations and the VMT. Pressure relief
at each pump station is provided via suction and discharge
relief valves and piping which al flow into a single crude oil
relief tank. There are two or three relief valves on the suction
and discharge sides of each pump station (except PS 4 which
only has suction relief) and at the suction side of the VMT.
These are not in use at PS 2, 6, 8, and 10, as these pump
stations are currently on standby.

Relief valves are a critical component of pipeline integrity;
they quickly dissipate excess pressuresin the pipelineto avoid
exceeding allowabl e operating pressures. The valves open very
quickly — within 2 seconds — when certain operating param-
eters are exceeded. They stay open until pipeline pressure is
reduced to an acceptable level.

Pipeline Pressure Relief: The pipelinesMAOPisthe lower
of the internal design pressure or 80% of the pipe's hydro-
static test pressure, asidentified in 49 CFR 195.406(&). Dueto
thevarying terrain a ong the pipeline, the MAOP at some points
islower than at others. These low points are pinch points, and
they limit the movement of oil through the pipeline. To ensure
that pressure violations do not occur during normal pipeline
operation, the pipeline control system’s host computer dis-
plays the pipeline’'s hydraulic gradient in the OCC to monitor
pipeline pressures at al locations. This display is a dynamic
hydraulic model of the pipeline that uses measured crude oil
flows, pressures, and temperatures at pump stations and other
locations as input. If the calculated pressure at any location
exceeds the MAOP for that location, the gradient display will
alarm and alert the pipeline controller at the OCC to take ac-
tion.

Pump station pressure protection systems are local systems,
which automatically protect the pipeline against over-pressur-
ization caused by a pump station shutdown or a pressure con-
troller failure. The mainline relief systems discharge crude oil
to relief tanks when pressure set points are exceeded. The
systems act locally, based on pressures measured at the pump
station. Pressure relief activates automatically without the in-
tervention of the pipeline controller at the OCC or pump sta-
tion operator whenever the pressure exceeds the set point for
relief. Thepipeline controller does, however, establish and main-
tain the correct pressure controller set points.
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Sparerelief valvesareinstalled to facilitate maintenance and
improve safety. Becausetherelief valves cannot protect against
over-pressurization caused by a spontaneous RGV closure,
additional safeguards are provided through the RGV supervi-
sory system master stations at the pump stations, and the RGV
auto controlslogic in the supervisory control and data acquisi-
tion (SCADA) host computer at the OCC. The RGV master
stations prevent closure of RGV's against a flowing crude oil
stream. In general, the upstream pump station must be shut
down before acommand from the pipeline operator at the OCC
can close RGVs. The RGV auto controls logic automatically
shuts down or idles upstream pump stations and/or closes se-
lected upstream RGVs if any RGV or pump station suction
battery limit valve is detected in a position other than fully
open.

The TAPS has special control logic between PS 4 and 6
(called hybrid logic) to protect the pipeline against excessive
pressures from the high static head at Atigun Pass. Events are
initiated automatically and locally. Thishybrid logicisdiscussed
in Section 2.6.3. Relief valves at shutdown PS 6 and 10 re-
main in place, but have been closed off so that no oil can reach
the valves. The relief valves have been removed from shut-
down PS 2 and 8 for service elsewhere in the system.

Pump Station Pressure Relief: Pump station suction pres-
sure is monitored by the TAPS control system. Each pump
station hasthreelevels of pressure relief control on the suction
sde

*A suction pressure rate-of-rise controller opens the suction
relief valves if the rate of suction pressure increase is more
than 75 psi in 5 seconds. This rate-of-rise monitoring is de-
signed to anticipate surges.

*A suction pressurerelief controller opens the suction relief
valvesif pressure exceeds a set point. The relief valves modu-
late open and closed to control pressure.

*A suction pressurerelief switch opensall the suction relief
valves quickly and completely if pressure reaches the switch’'s
set point.

Each pump station’s discharge side has two levels of pres-
surerelief control:

*A discharge pressure relief controller opens the discharge
relief valvesif pressure exceeds a set point. As on the suction
side, the valves modul ate open and closed to control pressure.
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Since PS 4 lacks discharge pressure relief valves, reaching the
threshold there idles the mainline pumps.

*A discharge pressurerelief switch shuts down the mainline
pumps if pressure reaches the set point.

Both suction and discharge relief valves are quick-opening
valves adjusted to open fully in 2 seconds, but closein 3.0 to
5.5 minutes (to minimize surge waves, vapor pockets, and the
need for cyclical pipeline pressure relief). The valves can also
modulate, opening and closing by degrees as needed. Regard-
less of the source, oil flows through open relief valvesinto the
pump station’s crude oil breakout tank. Valves remain open
until pressure has dissipated below thevalves' opening set point,
after which the valves slowly close.

VMT Pressure Relief: TheVMT pressurerelief system con-
sists of relief valves, which open and discharge crude oil to
storage tanks when the inlet pressure exceeds the pressure set
point. Relief valves from shutdown PS 2 and 8 were removed
and permanently installed at the VMT to control the incoming
pressure at a much higher threshold than was previously nec-
essary. The pressure of the oil entering the VMT was raised
from about 250 psi gauge (psig) to about 750 psig to move the
slackline interface at Thompson Pass to a higher elevation,
which reduces the vapor collapse pul sation pressure to amuch
lower pressure surge (from about 200 psi to less than 20 psi).

Thompson Pass Slackline: The TAPSisavery versatile sys-

tem and has a number of mechanisms to control the oil pres-
sure within the pipeline. The modifications made to pipeline
operations in response to pipe vibrations at Thompson Pass
are an example of this versatility. While this is not pressure
relief issue per se, it is discussed here because it illustrates
some of the pressure control mechanisms that can be used in
pipeline operations.

Crude ail traveling through the pipeline traverses a variety
of terrain, including the extremely steep Thompson Pass area.
When the more rapidly moving incoming oil cascades down
the steep angle of Thompson Pass, it catches up with the slower
moving oil at the bottom of the slope. Thisiscalled aslackline
condition. In a slackline, the pipeline pressure is at the vapor
pressure of oil. The pipeisonly partialy full, with the oil con-
taining gas bubbles of the lighter hydrocarbons. These bubbles
will collapse where the pressure increases above the vapor
pressure of oil. An hydraulic jJump accompanies the return to
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packed line conditions, creating pressure fluctuations in the
pipeline.

A dlackline has always existed at Thompson Pass. How-
ever, the location of the interface point has been lowered on
the hillside as pipeline throughput has declined from more than
2 million bbl per day in 1988 to less than 1 million bbl per day
at present. During the summer of 1996, throughput reduced
tolessthan 1.3 million bbl per day temporarily, and pipe vibra-
tions were noticed. This was caused by the slackline interface
getting close to a shelf on a Thompson Pass hillside where
there are some bends in the pipe. The vibrations occurred ev-
ery five to ten seconds and disturbed residents of a subdivi-
sion located near the TAPS ROW.

The vibrations were monitored at RGV 121 and pressure
spikes reached 80 psi at this location. Engineers calculated
that the spikes were about 44% stronger at a bench on Th-
ompson Pass. Normal pressure in the pipeline at this location
was about 100 psi; the pipeline is designed to be able to be
operated up to 901 psi. An inspection with asmart pig showed
that a short section of the pipe had taken on the slight shape of
an oval, and that there were two small dents in the pipe. Sail
gasprobes, leak detection, and environmental monitoring equip-
ment were installed in the area. No indication of a hydrocar-
bon release was detected.

The immediate solution, although temporary, was to main-
tain the throughput of oil inthe pipeline as high aspossible. As
long asthe throughput remained above 1.4 million bbl per day,
the vibrations stopped. This solution was not practical in the
long term due to the declining production of crude oil from the
North Slope fields. The solution developed by APSC was to
constrict the oil flow when it entered the Manifold Building at
the VMT. By using a system of control valves, the pressure of
theail leading into the Manifold Building isincreased, creating
a backpressure. This is comparable to a garden hose that is
squeezed to increase the water pressure within the hose.

The permanent backpressure control system at the VMT
was completed in September 1997. The backpressure system
is an arrangement of control valves and piping that increases
pipeline pressures between the VM T and Thompson Pass. The
increased pressures raised the slackline interface at Thomp-
son Pass to an elevation that reduces pipeline pressure pulses
and resulting vibrations.
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Other potential slackline areas of the pipelinewereidentified
and a testing program was designed for the areas that had
some potential for a similar phenomenon to Thompson Pass.
During the tests, the pipeline was operated through a range of
flow rates. Of eight possible areas, Thompson Pass, Keystone
Canyon, Atigun Pass, Finger Mountain, and MP 320 were
tested. No pulsations comparable to those previously identi-
fied at the shelf on the Thompson Pass hillside were found.
Based on these test results, the APSC concluded that it was
not necessary to test other areas where potential slackline con-
ditions presented alower risk. These areas are Cascaden Ridge,
Wilbur Ridge, and |sabel Pass.

2.5.2MONITORING AND M AINTENANCE ACTIVITIES

Thepressurerelief valvesand piping are monitored and main-
tained to ensure continued safe operation of the pipeline. No
components of the pressure relief system are expected to have
an adverse effect on continued TAPS operations. Monitoring
and maintenance activities for this system are discussed as
follows.

Pressure Relief Valves. Most Fisher pressurerelief valvesat
the pump stations were replaced with Introl valves in 1982.
The Fisher valves experienced excessive cavitation and vibra-
tion, which compromised the integrity of the valves and asso-
ciated piping. All Fisher valves were replaced except for those
at PS 1, PS 12 discharge, and the VMT. The Fisher valves at
the VMT were replaced with Introl valves during the VMT
backpressure control project in 1997.

Introl valves tend to leak internally. This is not harmful to
the pipeline because oil ssimply flowsinto the crude oil breakout
tanks. It does require additional valve-seat repair and ongoing
maintenance. The backpressure control valves at the VMT ex-
perienced mild erosion and have been placed on amaintenance
schedule. Onevalveisbeing rebuilt every year. With fivevalves
in service, every valve isrebuilt oncein five years.

In 1997, some relief valves experienced another problem.
The coupling bolts that connected a valve to its actuator came
loose. When this happened, the actuator functioned as designed
and failed open. However, because of the loose bolts, the ac-
tuator and valve were no longer connected, and the valve re-
mained in itslast position with no automated means to open or
close it. A pipeline-wide study reviewed all valves and found
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otherswith the same problem. Sincethen, new boltswith longer
threads and a locking connection that cannot work free have
beeninstalled.

Pressure Relief Piping: Major work to enhance or repair
relief piping is not anticipated. Some work has been done re-
cently as regular maintenance. At al pump stations and the
VMT, anchors were installed to better restrain the pressure
relief piping from excessive movement. During relief events,
piping has been known to move afew inches with the surge of
oil entering a line that is normally at atmospheric pressure.
Although this does not harm the very flexible pipe, anchors
were installed as a precaution to prevent damage to the tank
walls. The high-pressure relief system piping at PS 5 was
modified to eliminate underground piping because of concerns
about corrosion. This was not a magjor project, and similar
projects can readily be done in the future if there is a need.

2.5.3 SUMMARY STATEMENT OF CONDITION

The condition of the pressure relief system is sound. Modi-
fications have been made to the system to mitigate potential
hazards such as those at Thompson Pass. The relief valves
benefit from a rigorous inspection and maintenance program.
The system does not pose any threats to TAPS operations that
cannot be controlled or mitigated.

2.6 PipELINE CONTROLS

This section addresses those control and communication
systemsthat are line-wide and essential for the safety and con-
trol of the overall pipeline system. Because of the nature of
many of these systems, they are continuously exercised in
everyday operation of the pipeline. When malfunctions or fail-
ures occur, backup systems and procedures are in place to
provide safety for continued operation or shutdown. For those
systems that are not continuously exercised, maintenance pro-
grams to periodically test them are in place to assure their
operability.

The pressure in the pipeline is controlled, monitored, and
limited by threelevels of pressure control. Thefirst level isthe
suction and discharge pressure controller that maintains the
speed of the mainline pumpsto control pipeline pressure. This
level of control maintains pipeline pressure at or below the
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MAORP. The second level of control is the suction and dis-
charge pressure relief controllers that open the relief valvesto
prevent the pipeline pressure from exceeding 110% of MAOP
during surges and other deviationsfrom normal operation. The
third level of control is the suction and discharge pressure
switchesthat either open all of the suction relief valves or shut
down the station to prevent the pipeline pressure from exceed-
ing 125% of MAOP.

The pressure relief controllers and switches reside at the
pump stations, and hence control the pressures at the stations.
The pipeline controller at the OCC is responsible for maintain-
ing the correct set points. The pipeline controller sets the set
points at the pump stations to achieve the desired flow rate at
asafe operating pressure. The pipeline controller must change
the set points in response to changes in the flow rate or to
account for changesin the line setup such asthe shutting down
of a mainline pump or the opening of a pressure relief valve.
These changes can be gradual (such as associated with sched-
uled flow rate adjustmentsin responseto crude oil availability)
or rapid (such as related to mainline pumps tripping offline or
pipeline shutdowns caused by external events such as loss of
communications).

The pressure controllers and the pressure relief controllers
are continuously monitored by the pipeline controller at the
OCC. When the pipeline controller sends achangein set point
to a pump station, a confirmation of the revised set point is
returned to the OCC. The pipeline controller continuously
monitors the pump station pressures to ensure that the pres-
sure controllers are in fact maintaining the desired pressures.

The pressure relief controllers are exercised whenever the
pipeline controller at the OCC purposely transfers oil into a
relief tank by lowering the pressure relief controller set point
to less than actual pipeline pressure. Thistest allows the pipe-
line controller to verify that therelief actions occur at the proper
pressure. The calibration of the pressure controllers and the
pressure switches is tested on a periodic maintenance sched-
ule

The control systems are designed to befail safe. If the pres-
sure relief controller fails or thereis afailure in the hydraulic
power system that operates the pressure relief valve actuator,
the valve fails open and pressure in the pipelineisrelieved as
oil flowsto therelief tanks. I the pressure controller fails, the
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mainline pumps slow down and cease pumping. In either situ-
ation, the pipeline controller at the OCC is derted to the situa-
tion and can take appropriate actions to remedy the problem.
The pipeline controller at the OCC normally startsand stops
the mainline pumps at the stations by issuing commands via
the SCADA system. The pipeline controller can monitor the
critical parameters on the mainline pumps such as gas genera-
tor speed, exhaust gas temperature, and pump speed. Mainline
pumps are started and stopped to accommodate flow rate
changes, pump maintenance requirements, and line upsets.

2.6.1 SuPeERVISORY CoONTROL AND DATA ACQUISITION
SYSTEM

2.6.1.1 DESCRIPTION

The supervisory control and dataacquisition (SCADA) sys-
tem is an integrated network that links two online host com-
puters, intelligent remote terminal units (RTUs), and duplicate
graphical user interface (GUI) operators consoles. The pump
station SCADA is interconnected and connected to the OCC
viatriple redundant communication channels. The OCC isthe
key to pipeline operation and control; the pipeline controllers at
the OCC monitor and control all aspects of TAPS operations.
Central to the OCC is the Data General MV 20000 host com-
puter and associated equipment for the SCADA system. The
MV 20000 interfaces between the OCC controllers and pro-
grammable logic controllers (PLCs) at the pump stations and
other remote locations.

Process control devices report on variables such as tem-
perature and pressure, and initiate alarms. The SCADA system
transmits conditions and alarms from the pump stations, field
instruments, and process control systems to the OCC. The
SCADA system aso alows the OCC computers to transmit
process control set points and control commands to the local
control systems at pump stations; all control systems run
through the SCADA network. (A set point is a value used to
control a process. When a set point is reached, the control
system automatically performs some act such as increasing a
pump’s speed.)

Through the SCADA system, the OCC monitors all critical
process conditions and controls process set points by remote
control through the PLCs. The OCC computers monitor oper-
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ating parameters and OCC personnel adjust pump station set
pointsfor suction pressure and discharge pressure. The SCADA
system allows OCC staff to initiate most safety commands
and to control the pipeline without local pump station interac-
tion; however, devices at the pump stations actually imple-
ment the instructions. The OCC operational commandsinclude
block line, isolate pump/idie pump house, close RGVS, open
RGVs, close RGVs 31 through 35, isolate station, shutdown
station, and shutdown system. The OCC personnel communi-
cate frequently with pump station operating personnel before
initiating non-emergency pump station commands.

The heart of the SCADA system is a host computer net-
work with an online, constantly running backup system. The
primary host computer is online and communicating with the
RTUs and GUIs. Thisunit initiates all requests for field infor-
mation, responds to data requests from the GUI s, and initiates
control actions either automatically or in response to GUI ini-
tiation. The second host computer receives the same RTU and
GUI information and processes al data as if it were the pri-
mary computer. This ensures that the standby computer can
become the primary unit within afew seconds of switch over.

Theonline host computer communicateswith the OCC pipe-
line operator’s consoles over an Ethernet communications sys-
tem with a backup. At any time, communication between the
GUI and the host can occur over any of the Ethernet channels.
The pipeline operator’s and VMT operator’s consoles at the
OCC have complete redundancy. Each console can operate
either the pipelineor the VMT after abrief transition. Theonline
host computer interfaces with field devices at the pump sta-
tions over triple redundant communications channels. All in-
formation requests or control commands can be executed over
any of the three communication channels in near real time,
approximately every three to four seconds under normal op-
eration.

Each of the major control and communication systems are
discussed below to show how each receives a combination of
continuous monitoring and test data and how upgrades have
improved the reliability, safety, and performance of the sys-
tems since the pipeline was originally constructed.
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2.6.1.2 MONITORING AND MAINTENANCE ACTIVITIES

No individual component of the SCADA system would sig-
nificantly affect TAPS operationsiif it had to be replaced. The
host computers have aready been completely replaced and
upgraded. Each component of the SCADA systemisindustrial
grade, seismically qualified, and designed to be robust. While
these devices are important to the overall system operation,
they are low cost and aternatives exist.

MV 20000 Host Computers: The pipeline is monitored and
controlled by two Data General MV20000 mainframe com-

puters located at the OCC. One computer is always online
with a second computer on hot standby. There is a third
MV 20000 computer at the OCC, which is used for software
development, testing, and eval uation. The computers are moni-
tored by OCC personnel on a continuous basis. The program-
mers for this system work seven days a week and are on
24-hour call. All supervisory control, monitoring, and control
of the pipeline and VMT are done by the control computer at
the OCC. In addition to the continuous monitoring by OCC
personnel, the computers undergo regular testing and planned
fail-overs to the backup computer to ensure the functionality
and performance of the entire system.

The Data General MV20000 host computers are not the
origina units installed during the construction of TAPS. The
origina host computer system consisted of redundant Xerox
530 computers. The Xerox 530 computer systems were re-
placed and the new system has been upgraded severa timesto
take advantage of additional capabilities astechnology hasim-
proved. The system replacement occurred in the early 1980s
and the system was further enhanced and upgraded in phases
to the current MV20000 system. Upgrades to the GUI and
network interface devices continue. Data General is commit-
ted to supporting this system for the near future. At the same
time, the APSC monitors and evaluates the viahility of replac-
ing these systems as part of the normal lifecycle replacement
process.

Remote Terminal Units: The original RTUs were designed,
constructed, and installed by Harris Corporation. These RTUs
were non-intelligent, passive devicesthat were not expandable
to meet growing operational needs. Eventually, Harris Corpo-

ration no longer supported them. In 1992, these systems were
replaced withiintelligent, industrial grade, seismically qualified
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PL Cs manufactured by Square D Corporation. These devices
provide high reliability and maintainability asthe principal in-
terfaces between field devices and the host computer. These
systems were designed with extra interface slots and connec-
tion terminals to allow further expansion and operational
changes to be performed using standard programming tech-
niques.

Modems: The SCADA system connects the RTUs and host
computer viadigital modems supplied and supported by Gen-
eral Data Communications. These units are expected to be op-
erational for the foreseeable future; however, they will be
eliminated when APSC switches to a new digital communica-
tion system that does not require modems. Digital communi-
cation would havethedirect datainterface connectionsrequired
for SCADA equipment.

Disk Drives. Numerous SCADA host computer support de-
vices have been upgraded over time. The original paper-punch
devices were replaced with tape storage units that were sub-
sequently replaced with Clarllon high-density disk storage sys-
tems. If the Data General Clarllon disk drives were no longer
supported, the APSC could select from several other disk stor-
age devices to replace these units.

Firewalls: Network firewallsare designed to protect the sys-
tem by preventing inadvertent or intentional access to com-
puter systems and devices. The APSC has placed a network
firewall between the SCADA system and the APSC network. A
firewall also prevents access to the APSC network from the
Internet. A third firewall wasinstalled in 2000 next to the exist-
ing firewall between the SCADA and the APSC network.
Firewalls operate on most standard, commercialy available
computer systems. The firewall system is continually man-
aged for hardware and software upgrades.

2.6.1.3 SUMMARY STATEMENT OF CONDITION

The TAPS SCADA system is reliable and robust. It pro-
vides complete system integration, data acquisition, and con-
trol actionsin near real time. Thevarioushardware and software
components are designed for longevity. Either the equipment
manufacturers support maintenance and upgrades for al criti-
cal components, or the systems are due for replacement in the
near future. Based on current information, lifecycle evalua-
tions, and plans for upgrades, this system has a virtually un-
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limited life and will continue to meet all operational require-
ments for the foreseeable future.

2.6.2 REMoTE GATE VALVE CONTROL SYSTEM

2.6.2.1 DESCRIPTION

Thereare 62 RGVsaong the pipelineto limit the volume of
oil spilled in the unlikely event of a pipeline rupture. All are
located at remote unmanned facilities. Most of them are lo-
cated on downhill pipeline segments to stop ail flow in the
event of aleak or other emergency. Special control systems
are in place to control the RGVs. Commands to operate the
valves can be initiated either from the upstream pump station
or by the pipeline controller at the OCC. Special logic is built
into the control systemsto ensure that valves cannot be closed
while an upstream pump station is operating, and to ensure
that the sequence of opening valves will not create hydraulic
problems in the pipeline. The operating status/position of the
RGVsiscontinuously monitored by the Data General MV 20000
computer and the pipeline controller at the OCC.

The RGVsaredivided into ten segments, each consisting of
the valves between adjacent pump stations. The segments start
at PS 3 and extend to RGV 125 just outside the VMT. The
master terminal unit (M TU) at the upstream pump station con-
trols each segment’s valves via the RTUs at the valves. Each
MTU scansevery RGV in its pipeline segment once a minute.
Each valve's open/closed status and the status of its electrical
and mechanical systems are sent to the MTUs.

Whenever RGVsare closed in the course of pipeline opera-
tion, the personnel at the OCC monitor their closure and open-
ing performance. The RGVs are tested twice a year in
accordancewith DOT regulations. During planned shutdowns,
some RGV s are closed and reopened from the OCC to test the
entire control loop. The RGV control system is currently un-
dergoing enhancement to better monitor and control the valves.
The RGV control enclosureis equipped with intrusion alarms,
which are transmitted to the OCC to alert the pipeline control-
ler if entry is made into the RGV control enclosures and, if
unauthorized, personnel at the OCC can call for immediate
surveillance by security.

The SCADA host computer at the OCC receives status and
alarm information. The OCC pipeline controller sends com-
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mands viathe SCADA computer and MTUsto the appropriate
RTU, which then transmits the command to the valves. The
RTUs do not initiate any valve control actions. All actions are
initiated by the OCC or pump station personnel, or from a
local push-button command at the RGV. Communication be-
tween the MTU and the RTUs occurs over a communication
system designed for high reliability and operability.

The RGV control system came under heavy scrutiny in the
early 1990s because of an unexpected event in which an RGV
closed without being commanded to do so by the TAPS con-
trol system. Such an event creates potential for pipeline over-
pressurization and possibly even rupture, depending on the
location. Fortunately, pipeline controllers at the OCC were
quickly aerted to the event and shut down the pipeline. The
incident investigation reveal ed that awiring short in the under-
ground conduit caused the valve to close. Four things were
done to prevent recurrence:

eImmediately after the event, a procedural change dictated
that when communication with any RGV islost and cannot be
regai ned within two minutes, the pipeline would be shut down.
This policy remainsin effect.

*Engineers identified those valves that need to close more
slowly than the standard design time of four minutes, so that
in the event of an unplanned closure, there will be sufficient
time to respond as needed to prevent pipeline overpressure.
The gearsto operate these valves were modified so they physi-
cally cannot close in less than seven to nine minutes.

*The APSC added a new software routine in the MV 20000
host computer to immediately and automatically shut down
the pipeline when avalve not fully open is detected.

*The control wiring at al RGV sites was modified to pre-
vent a recurrence of this type of failure.

2.6.2.2 MONITORING AND MAINTENANCE ACTIVITIES

The equipment and components comprising this system re-
ceive periodic maintenance to ensure continued safe operation
of the pipeline. No individual component of the RGV control
system would significantly affect TAPS operationsif it needed
significant repair or complete replacement. Each RGV seg-
ment uses identical equipment and processes as described be-
low.

Remote Terminal Units: The RTUsmonitor and control each
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RGV and perform three primary functions:

*Monitor and report valve status and data. Each RTU con-

tinuously monitors several data pointsincluding valve posi-

tion. When the MTU requests valve status and data, the unit
transmits the most recent information.

*Monitor commanded valve movement. Each RTU moni-

tors the local valve position and any MTU control com-

mands. The RTUs control the starter for the motor and will
not cause the valve to move unless it has received a valid
command.

eInitiate and control valid control actions. When an RTU

receivesavalid command from the MTU, the RTU controls

closing and opening of the valve.

The RTUs were upgraded in 1999 to triple modular redun-
dant fault tolerant PLCs. This provides an extremely reliable
system. Triple modular redundant fault tolerant technology al-
lows up to two failures of the PLC operating system before
operability is affected.

Master Terminal Units: The MTUs at the pump stations are
origina equipment that perform three functions:

*Obtain RGV PLC status and data. The MTU requests sta-

tusinformation and other datafrom each valve sequentially,

typicaly every 60 seconds.

*Transmit valve open and close commands. When either

thepipeline controller at the OCC or loca pump station opera-

tor initiates an RGV open or close command, these manu-

aly initiated actions are sent to the RTUs at the downstream

valves.

*Transfer valve status information to the central SCADA

system. When an MTU sends valve information to an RTU,

that information isforwarded to the OCC vianorma SCADA

data transmissions.

The MTUs are scheduled for replacement by the middle of
2004 to take advantage of new technology.

2.6.2.3 SUMMARY STATEMENT OF CONDITION

The RGV control system isin good condition and is under-
going further major enhancements. The RTUs were signifi-
cantly upgraded in 1999 and the MTUs will be upgraded as
part of a project to replace all remaining original RGV equip-
ment with new technology. The RGV control system upgrade
will improve dependability, lower risk, and provide long-term
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reliable control.

2.6.3HvYBRID Locic BETwWEEN Pump StaTIONS4 AND 6

2.6.3.1 DESCRIPTION

This section provides a discussion of the hybrid logic used
to control pipeline operations. Also included in this section are
brief discussions of the monitoring and maintenance activities
for the backbone communication system and the block valve
communication system. While these two communication sys-
tems are line-wide, monitoring and maintenance activities for
these two communication systems are included here as these
systems are very important to proper operation of the RGV
auto controls logic.

Hybrid logic exists between PS 4 and 6 to protect the pipe-
line from becoming over-pressurized by the high static head
of oil asit passes over the top of Atigun Pass. The hybrid logic
system augments the normal RGV control system to account
for high static pipeline pressures at Atigun Pass between PS 4
and 5 during an emergency pipeline shutdown. The MTU at
PS 4 ensures that when the RGV's between PS 4 and 5 are
commanded to close, they do so in a specific sequence. One
of the first four valves at the top of Atigun Pass must fully
close before the lower group of valves to the south begins to
close. Thiseliminates the static head on the lower valveswhen
they close. Onreopening theRGVs, logicinthe M TU sequences
the valves to open starting from the southernmost valve, and
opens the valve 50% before commanding the next upstream
valve to open.

Thefollowing eventswill automatically trigger an auto stop
flow command that results in idling the mainline pumps at PS
4. This signal is transmitted via redundant PS 4 to 5 point-to-
point communication paths. When this occurs, the suction and
dischargerelief set points at PS5 are lowered to 670 psig and
the PS 5 injection pumps are stopped.

*The suction pressure at PS 6 exceeds a control set point,

L oss of communication between PS5 and 6 (via the pipe-

line controller at the OCC and the MV 20000 host computer)

after PS 5 has been in relief mode for more than 10 min-
utes,

*Block line command is issued at PS 5,

*Close RGV command is sent from the pipeline controller at

page 47



the OCC to PS 5,

eLoss of communication between PS 4 and 5 on the two

poi nt-to-point communications paths, i.e., the pipeline con-

troller at the OCC and MV20000 host computer, and the
segment 4 RGV control system,

*Hybrid logic detects a loss of control power at PS 5, and

*Pipeline controller at the OCC closes RGV s south of PS5.

The hybrid logic will issue a stop flow/close RGVs 31 to 35
command to PS 4 viaredundant PS 4 to 5 point-to-point com-
munication pathsin any one of the following three conditions:
alocal or remote PS 5 isolate station command has been is-
sued, thereare partially open RGVsor block valvesin segment
4 of the RGV system, or a close RGV command is issued by
the pipeline controller at the OCC. This command will shut
down the mainline pumps at PS 4, block the line at PS 4, and
close RGVs 31 to 35. In addition to the hybrid logic, PS 4 has
local station logic that will initiate an idle of running pumps at
PS 4 in the event of atotal communications loss with PS5 or
the SCADA system at the OCC.

The pipeline control system'’s ability to communicate with
the RGVsiscritical. The hybrid logic quickly and reliably ini-
tiates mitigating action. The need for such a specialized sys-
tem was recognized during TAPS design, and much study was
done to determine which pipeline segments would require ad-
ditional safety features. All emergency shutdown modes were
considered in the original design and were accounted for in the
hybrid logic. The only reasonable alternative to this control
system would have been a series of relief tanks aong the pipe-
line or very thick-walled pipe. Neither option was considered
practical. The hybrid logic system normally resides in the
SCADA control system’s background and is not used on a
regular basis.

The hybrid logic system is a combination of communica-
tion channels, pump station control panel logic, and commands
issued by the pipeline controller at the OCC. The communica-
tion systems are seven independent communication channels,
which use severa different communication technologies: very
high frequency (VHF) radios, microwave communications, fiber
optic networks, and satellite communications. Each system
provides dedicated communication channels as follows:

*RGV segment 4 prime: combination of VHF radio and mi-

crowave; this system is being replaced with the fiber optic
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system beginning in late 2002,

*RGV segment 4 backup: completely VHF radio,

*Super critical system 1. satellite system between PS 4 and
S5,

*Super critical system 2: microwave channel between PS 4
and 5,

*SCADA prime: microwave channel between PS 4 and the
OCC,; this system is being replaced with the fiber optic sys-
tem beginning in late 2002,

*SCADA backup: microwave channel between PS4 and the
OCC, and

*SCADA satellite: satellite channel between PS 4 and the
OcCC.

2.6.3.2 MONITORING AND MAINTENANCE ACTIVITIES

Special PS 4 control panel logic monitors the status of the
seven communication channels. If al seven PS 4 communica-
tion channels are lost simultaneously for longer than 100 sec-
onds, PS4 will shut down. Pump stations downstream continue
pumping oil, removing it from the steep slope of Atigun Pass
and eliminating the possibility of pipeline over-pressurization.
If such an event were to occur, the PS 5 control panel con-
tains logic that will issue a block line command to PS 5, inde-
pendent of any other commands. The PS 5 control panel
monitors communication status between the VMT and the pump
station, the power supply levels of the station control panel,
and the status of the PS 5 relief valves. Depending on the
situation, the pump station control panel will initiate a block
line command that shuts down PS 4. This command will be
transferred to PS 4 to shut down that station and close valves
in that segment.

The backbone communication and the PS 4 to 5 point-to-
point communications paths are monitored continuously and
alarms are displayed in the event of any loss of communica-
tions. The hybrid logic system is not regularly exercised, but
istested regularly by scheduled maintenance and during sched-
uled pipeline shutdowns. Any time the events on the pipeline
initiatethe hybrid logic, OCC personnel notethat thelogic func-
tioned and initiate activities to check out and repair if any dis-
crepancies areidentified.

Backbone Communication System: The original backbone

communications system (BCS) consists of two 2-way micro-
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wave routes from the OCC to PS 1, and a satellite backup
route with earth stations at PS 1, 4, 5, and the VMT. This
system transmits data from the various field sites to the
MV 20000 host control computer and controls commandsfrom
the MV 20000 back to the field sites. In addition to the above,
there are two separate routes between PS 4 and 5 for the point-
to-point hybrid logic circuits. The communication circuits are
continuously monitored by automatic equipment used by AT& T
in Fairbanks and by the OCC pipeline controller at the VMT. If
the primary route fails, the equipment automatically and
seamlessly switches to the backup route and generates a com-
munication alarm. AT& T and/or APSC technicians are dis-
patched to troubleshoot and correct the problem. If both routes
fail, the equipment automatically switchesto the satellite backup
system, acommunicationsfailureaarmissounded, and AT& T
and/or APSC techniciansareimmediately dispatched to trouble-
shoot and correct the problem. Written procedures arein place
detailing how to respond to various communication alarm and
communication failure situations. In the event of atotal loss of
communications (both routes and the satellite), written proce-
dures are in place for PS 1 to initiate an orderly pipeline shut
down.

The BCS scans the pump stations and other facilities ap-
proximately every 3 seconds. Because the pipeline controller
at the OCC is constantly monitoring the SCADA datafor pur-
poses of pipeline control, failures are known almost instanta-
neously. When the transmission signal fails, it isimmediately
apparent. Thus, the condition of the BCS is known on ared
time basis.

Block Valve Communication System: The block valve com-
munication system (BVCS) consists of two 2-way routes be-
tween each pump station and the RGVs immediately
downstream from that pump station, and a 1-way route (called
the eavesdrop circuit) used by OCC personnel for monitoring
purposes. The A route consists of a microwave channel be-
tween the pump station and the mountaintop repeaters, and a
VHF radio from the mountaintop repeater tothe RGV site. The
B routeis VHF all the way from the pump station to the valve.
The communication links terminate at the MTU at each pump
station and the RTU at each RGV. The RGV eavesdrop com-
munication system listens in to the data being transmitted be-
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tweenthe RTU at thevalveand the MTU at the upstream pump
station, and sends the data directly to the MV 20000 computer
at the OCC over a backbone microwave circuit. The MTU
scans al the RTUs in that line segment once per minute on
Channel A. The Channel B routeis used when an RGV in that
line segment is not responding on Channel A. On Channel B,
the MTU scans the RTUs once every 4 minutes. The eaves-
drop system listens in on both Channels A and B. The A route
is being transitioned to a new fiber optic backbone system
beginning in late 2002.

The BV CS microwave communication circuits are continu-
ously monitored by automatic equipment at AT& T in Fairbanks,
andinthe OCC at theVMT. If theA routefailsto any oneor all
RTUsin asegment, the equipment automatically and seamlessly
switchesto the B route and generates a communication alarm.
AT& T and/or APSC technicians are dispatched on a scheduled
basis to troubleshoot and correct the problem. If both routes
fail to any oneor all RTUsin a segment, the equipment gener-
ates acommunication failure alarm. AT& T and/or APSC tech-
niciansareimmediately dispatched to troubleshoot and correct
the problem if this occurs. Existing written procedures detail
response protocol for various communication failures on both
routes. Written procedures al so authorize the pipeline control-
ler in the OCC to force a scan of the segment and to immedi-
ately idle the upstream running pump station and/or close
selected RGVsif communications are not reestablished within
two minutes. In this case, the pipeline controller manually ini-
tiates the same response that would be commanded by the
RGV auto controlslogic if an RGV were to close unplanned.

2.6.3.3 SUMMARY STATEMENT OF CONDITION

The condition of the hybrid logic system is sound, and this
system continues to evolve as operation requirements change
and new technology becomes available. Many of the devices
used in this system also support other pipeline functions. As
these devices are upgraded, the hybrid logic will also be up-
graded. For example, when the MTUs for the RGV's are re-
placed, the master and remote terminal unitsfor thesuper critical
systems 1 and 2 will be replaced.
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2.6.4Leak DETECTION SYsSTEMS

2.6.4.1 DESCRIPTION

The TAPS leak detection systems, which provide early no-
tification of potentia pipeline leaks, consist of three indepen-
dent networks: deviation alarms for pressure and flow rate,
linevolumebalance (LVB), and transient volumebalance (TVB).
Each capitalizes on unique leak characteristics. Theintentisto
detect leaks as early and as small as possible to minimize envi-
ronmental damage. These systems are software based and
maintained at the OCC. The TVB isthe primary |eak detection
system with the LV B and deviation alarms providing backup.

Deviation Alarms: The three types of deviation alarms used
on TAPS are pressure, flow rate, and flow rate balance. The
leak detection system looks for deviations from preset values
or sudden changes in pressure, flow, or flow rate balance.
This tool has been in service since startup to rapidly detect
largeleaks (700 bbl/hr or larger). The pressure deviation alarm
is based on pump station suction and discharge pressure read-
ings. Approximately every three to four seconds, the SCADA
host computer retrieves pressure readings at each pump sta-
tion. The current pressure reading is compared against a pre-
viously calculated base value. A drop in pressure greater than
1% of range generates a deviation alarm, as does a value out-
side the acceptable range of pressures. This method would
detect large | eaks between adjacent pump stations and between
PS 12 and the VMT.

The flow rate deviation alarms are based on readings from
each pump station’s leading edge flow meter (LEFM) and the
incoming meters at the VMT, al of which are scanned ap-
proximately every 10 seconds by the SCADA system. Each
new reading is compared against a previously calculated base
value. Any deviation greater than 1% of range causesan alarm
to sound. Flow rates outside the present limits also generate an
alarm. This method would detect large |eaks between adjacent
pump stations and between PS 12 and the VMT.

The flow rate balance deviation alarms are based on read-
ings from each pump station’s LEFM and the incoming meters
at the VMT. The flow rate out of the pump station is com-
pared with the flow rateinto the next pump station. Any devia-
tion greater than 1% on the calculated base will generate an
alarm. This method would detect large | eaks between adjacent
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stations and between PS 12 and the VMT.
LineVolumeBalance: TheLV B leak detection systemisbased
on readings from the custody transfer meter at PS 1, the North
Pole metering facility, the Petro Star Valdez metering facility,
incoming meters at the VMT, and the pump station breakout
tank levels. The SCADA computer gathers L EFM readings ap-
proximately every three to four seconds and calculates a
weighted running average flow rate at each end of the pipeline.
(A weighted running average flow rate is a continuously cal-
culated, average flow rate.) With these data, the LVB system
calculates every 30 minutes the average crude oil volume en-
tering the pipelineat PS 1, and the average volumeleaving it at
the VMT, the three commercial refineries on the pipeline, and
breakout tanks at the pump stations. The LVB leak detection
compares the relative volumes of oil in and out of the pipeline
to detect aleak. If more oil isentering the pipelinethan exiting,
aleak is declared. The LVB is along-term, sensitive leak de-
tection system good for finding small leaks. However, it may
take 3.5 hours or more to detect a leak, and it does not |ocate
the leak source. This system has been in operation since 1979.

Transient Volume Balance: The TVB system is arecent en-
hancement to TAPS leak detection capabilities and is a com-
puterized method that uses mathematical modelsto detect leaks
based on field measurements. Every 60 seconds, the TVB sys-
tem calculates line-packing values derived from actua field
pressures, temperatures, flow rates, and crude oil properties.
(Line packing describes crude oil being compressed in the pipe-
line.) Based on thisinformation, the TVB system can produce
areliable line pack and packing rate. Thisinformation is com-
pared against the actual lineflow rates measured by the LEFMs.
Deviations between the modeled packing rate and measured
flow rate indicate potential leaks. This method takes just nine
minutesto detect aspill that the LV B system requires 3.5 hours
to detect.

The TVB system is the primary leak detection system for
TAPS. The TVB system was designed specifically for TAPS
to detect leaks quickly and to calculate their location. Thisis
possible because the TVB works between pipeline segments.
A segment istypically defined asthe pipeline between the dis-
charge LEFM at one pump station and the suction LEFM at
the next station. Development of this state-of-the-art system
started in 1991 and went online in January 1998. It is designed
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to detect and locate all leaks capable of being detected by a
model-based system.

Crude Oil Metering System: Oil from each North Slope pro-
ducer enters PS 1 through individual meter sets, where oil
volume is measured as accurately as possible beforeit is com-
bined into one stream and pumped down the pipeline. Accu-
rate measurement isrequired for custody transfer, tax purposes,
and leak detection, and to schedule tankers out of the VMT.
The oil is also very accurately measured where streams are
diverted at the three commercia refineries (two at North Pole
near Fairbanksand one at Valdez), and when entering the VMT.

Leading Edge Flow Meters: The LEFMs were replaced in
1997. These meters calculate the crude oil flow rate at each

pump station based on ultrasonic waves transmitted across
the pipe within the oil flow. Due to the Doppler effect, the
ultrasonic waves will increase in speed when traveling with
the oil flow and decrease in speed when moving against the
flow. Thistime difference is mathematically converted to flow
rate using standard time and distance formulas adjusted for
the physical properties of the crude oil.

Software: The Scientific Software Intercomp TVB leak de-
tection software gathers data such as crude oil flow rates,
pressures, temperatures, and metering information. It calcu-
lates flow rates, line volume fill and packing rates, and other
flow rate information. Based on these calculations, potential
leaks and their locations can be identified. The TV B software
was upgraded and enhanced as part of the Year 2000 (Y 2K)
software project. This upgrade and enhancement corrected
Y 2K issues and allowed the software to operate on acommon
IBM compatible Windows NT operating system.

In addition to the hardware based leak detection systems,
there are anumber of other monitoring and surveillance activi-
ties that provide early leak detection. These activities include
routine aerial and ground inspections, security surveillance
through various methods, and public information contacts. In
fact, most crude oil spillson TAPS have beeninitially detected
by human observation.

2.6.4.2 MONITORING AND SURVEILLANCE

No components of the leak detection system are unique to
that function. All data used to detect |eaks come from equip-
ment used in other processes. Furthermore, none of these com-
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ponents is so complex that having to replace it or do a major
upgrade would significantly impact TAPS operations. All these
components and systems have been upgraded since pipeline
startup. No auxiliary components are dedicated to any of the
leak detection systems. Field devices perform many tasks, such
as continuously measuring suction and discharge pressure,
flow rates, and temperatures, and supplying information to
other devices. The LVB system employs the following com-
ponents of other systems:

*Daniel crude oil metering systems at PS 1 and the VMT,

and

eData General MV 20000 SCADA host computers.

The TVB employs the following components of other sys-

tems:

*Caldon LEFMs,

*Data General MV 20000 SCADA host computers, and

Scientific Software Intercomp TV B leak detection software.

2.6.4.3 SUMMARY STATEMENT OF CONDITION

The TAPS leak detection system has compl ete backup and
isreliable and robust. It provides compl ete system integration,
dataacquisition, and control actionsin near real time. Thevari-
ous hardware and software components are designed for lon-
gevity. Either the equipment manufacturers support
maintenance and upgrades for all critical components, or the
systems are due for replacement soon. Ground, air and other
surveillance activities by trained personnel supplement theleak
detection systems and provide additional assurance of detec-
tion for potential spills below the sensitivity thresholds of the
leak detection systems. In addition, inlineinspection tools (pigs)
provide early detection of incipient pipe integrity threats.

2.7 TELECOMMUNICATIONS

There are three primary communications systems used on
TAPS. The microwave telecommunications system provides
critical voice and control data communication for all facilities
through a series of microwave towers on mountaintops across
the pipeline's length. The Alyeska Radio Telephone System
(ARTS) is aradio dispatch system that can be used anywhere
along the pipeline and at any TAPS facility. A fiber optic com-
munications system was recently installed along the pipeline
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and thissystem s currently used for non-operational datacom-
munications. The APSC plans on using the fiber optic system
for pipeline control by the end of 2004.

2.7.1 MicrowAVE TELECOMMUNICATION SYSTEM

2.7.1.1 DESCRIPTION

The microwave telecommunication system provides voice
and data communication for al TAPS facilities between PS 1
and the VMT. Other facilitiesin Fairbanks and Anchorage are
linked through commercial telecommunication providers. The
current analog microwave system wasinstalled during the con-
struction of TAPS and has worked dependably for over 25
years, with slightly more than five hours of total communica-
tion outage during that time. Continuous monitoring, well-
planned and executed maintenance, and strategic system
upgrades have contributed to this system’s success.

The existing analog microwave system isbeing upgraded to
adigital microwave system between the North Slope and Fair-
banks. This new system is expected to be in service in the
very near future and will be fully capable of supplying com-
munication capability for the foreseeable future. The new net-
work will use the same sites as the original microwave system
and will be covered by the same AT& T operation and support
organization.

The microwave communication system has duplicate com-
ponents throughout; there are backup transmitters, receivers,
antennas, and power supplies at all locations. The communi-
cation system power supply isalso redundant; dual diesel gen-
erators provide power to remote mountaintop sites, but there
are also battery backups, which provide power for at least 48
hoursin the unlikely event the dual generators completely fail.
Should there be a microwave site or system outage, satellite
channels are coupled to dedicated microwave channelsto pro-
vide continuous communication from the VMT to any other
site.

Forty microwave repeater stations form the backbone mi-
crowave network between PS 1 and the VMT. The 40 sites
provide more than 300 communication channels. Each chan-
nel isduplicated at every location with redundant transmitters,
receivers, and antennas.

For emergency alternate routing, the microwave system is
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linked to a satellite network consisting of earth stationstied to
dedicated microwave channels. Earth stations are located at
PS1, 4, and 5, and at the VMT. If the control computer de-
tects a microwave site or system failure, it will automatically
switch communi cationsto one of three dedicated satellite chan-
nels. A rerouted satellite message will go to the satellite earth
link at either PS 1, 4, or 5. The message is then placed back on
the microwave system to eventually reach its destination.

The BVCS transfers data between the RGV's and the up-
stream pump stations' MTUsto providecritical RGV monitor-
ing and control information. The BVCS consists of two
components. a VHF radio network that interfaces with the
BV CS microwave system and a dedicated VHF network from
each RGV to the next upstream pump station. The VHF radio
transmitters and receivers connect each RGV to other radio
systems in series until the final connection to the upstream
MTU.

2.7.1.2 MONITORING AND MAINTENANCE ACTIVITIES

The microwave system is owned and maintained by an in-
ternational telecommunication company. The equipment is out
of direct APSC control and responsibility; however, the APSC
supports major system upgrades to ensure continuing long-
term operations. For example, diesel powered generators at all
mountaintop repeater sites were replaced with APSC's assis-
tance. Any future large replacement projects would be done
by the vendor, and APSC'’s costs would be amortized over a
long period and would be about the same amount that the com-
pany pays today for this service.

Between August 1976, when the microwave system was
commissioned, and August 2000, the microwave system
achieved areliability rate of 99.9976%. (The contract requires
aminimum of 99.90% reliability.) Actual performance equates
to atotal communication outage of only 304 minutes in eight
incidents over 24 years.

2.7.1.3 SUMMARY STATEMENT OF CONDITION

The analog microwave system used on TAPS has performed
with the highest reliability because of the system’s design and
extensive ongoing preventive maintenance. Although the sys-
tem continues to perform reliably, aging components and new
technology will dictate future repairs. AT&T is replacing the
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existing analog system with a new digital microwave commu-
nication system between the North Slope and Fairbanks. The
transition of the microwave communication system is an in-
terim step to assure continued communications reliability until
pipeline controls migrate to the fiber optic system in 2004.

2.7.2ALYESKA RADIO TELEPHONE SYSTEM

2.7.2.1 DESCRIPTION

The ARTS provides radio communications along the length
of the pipeline extending two miles on either side of the ROW
and to essentially all other TAPS sites, including RGV's, ail spill
contingency equipment sites, pump stations, remote DRA in-
jection sites, and airports. The two-way radio system pro-
vides communication among hand-held radios, mobile radios,
and the telephone system. In addition, the two-way radio sys-
tem provides communication to limited facilities outside the
geographic area. Thisaidsin nonessential communicationsthat
benefit overall company operations.

The current ARTS was designed and implemented during
pipeline construction, and the equipment is reaching the end of
its life. Individual sites have been converted to newer radio
technology that will help extend the system’s operationa life.
Current plans are to continue with this subsystem level re-
placement process, as need dictates. Thisapproach to upgrading
equipment provides the foundation to keep the system operat-
ing well into the future and gives the APSC additional timeto
plan and implement long-term system replacements.

Radios operate from PS 1 to the VMT. Twenty-three radio
repeaters are located at pump stations and at the mountaintop
microwave repeater sites. The 23 repeaters have been sepa-
rated into four segments to better use radio frequencies and to
connect to the telephone system. The radio network provides
approximately 95% coverage of the entire pipeline route.

The ARTS is divided into four major segments: segment 1
coversthe VMT (MP 800) to Delta Junction at approximately
MP 530, segment 2 starts at MP 530 and continues north to
approximately MP 405, segment 3 starts at MP 405 and ends
at MP 215, and segment 4 starts at MP 215 and continues
north to PS 1 at MP 0. Access to the telephone network from
each ARTS segment is achieved by pressing a certain series of
buttons on the radio keypad.
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Repeater station near PS 5 (photo courtesy of © David A.
Predeger).

A separate VHF radio system — commonly known as chan-
nel 4 —isaseries of base stations that provide communication
within a small geographic area such as a pump station. These
units allow communication from the pump stations to local
mobile and portable units supporting operations and projects.

2.7.2.2 MONITORING AND MAINTENANCE ACTIVITIES

TheARTSradio systemisconsidered autility. Whileitsloss
would slow business and be an inconvenience, it would not
affect the ability of TAPS to transport crude ail. Installing a
replacement system would not be asignificant impact on TAPS
operations. The primary components of the radio system are
the radio repeaters, base stations, and hand-held and mobile
radios.

Repeaters. Therepeaters provide the capability to “repeat” a
voice transmission over long distances. These units pick up a
radio transmission and broadcast it over a much wider area.

Communication Tower at PS3 (photo courtesy of APSC).
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Unlike a citizen’s band (CB) radio, users can communicate
with othersfar beyond the line-of-sight and around topographic
features. The repeaters are located at AT& T mountaintop lo-
cations and the pump stations. AT& T is considering replacing
its mountaintop repeater equipment with a new digital micro-
wave system, which will still require accessto the mountaintop
locations. The APSC will negotiate an agreement with AT& T
to keep ARTS radio repeaters at these sites.

Base Stations: A base station provides communicationsin a
limited area. The base station does not repeat the user’s mes-
sage and only allows the user to connect to the base station.
The system operates with high dependability, but over time,
the APSC has selectively upgraded some siteswhen units have
failed. Base stations are located in APSC facilities.

Hand-Held Radios: The APSC uses several models of
Motorola hand-held radios. These units, which are portable,

low power units similar to portable CB radios, allow commu-
nication beyond normal range through the repeaters and base
stations.

Mobile Radios. Mobile radios are designed for use in ve-
hicles. They transmit at higher power levels than hand-held
radios and are permanently installed in avehicle. These radios
allow vehicle occupants to communicate from most locations
where the vehicle will be.

2.7.2.3 SUMMARY STATEMENT OF CONDITIONS

Although most ART S equipment consists of the original com-
ponents which are now dated technology, the system contin-
uesto function reliably and is maintained as needed. TheAPSC
and its telecommunications provider continue to replace aging
devices with new technology. This system is acceptable for
current and projected future needs.

2.7.3 FiBer OpTic COMMUNICATION SYSTEM

2.7.3.1 DESCRIPTION

The Kanas Telecom, Inc., installed a complete fiber optic
communication system along the TAPS route in 1998. There
were problemsidentified with theinitial installation of thefiber
optic system and it has not been used by APSC for pipeline
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operations because of reliability concerns. GCI purchased the
fiber optic system and plans to correct these problems. The
system is currently used to communicate with RGV 123 and
124 and for noncritical voice and data communications. Other
RGVs and TAPS components are being linked via the fiber
optic system starting in late 2002. The APSC is planning to
complete the migration of TAPS operational controlsfrom the
microwave radio system to the fiber optic system by the end
of 2004. Earth stationswill beinstalled at each pump station to
provide backup for the fiber optic system.

The fiber optic communication system is designed to pro-
vide both voice and data telecommunication service. This sys-
temwill interconnect all TAPSfacilitiesfromPS1totheVMT.
A primary benefit of this new system would be the capability
for expanding and enhancing telecommunications through the
availability of abroader bandwidth.

2.7.3.2 MONITORING AND MAINTENANCE ACTIVITIES

The fiber optic system is owned and maintained by a tele-
communication company. The fiber cables are designed to last
indefinitely and should not require maintenance or upgrade.
However, additional fiber optic strands may be committed to
meet increased demand. Fiber optic electronic manufacturers
enhance their product lines to remain competitive. To date,
enhancements have been compatible with systems already in
use. While there are no guarantees that this backward compat-
ibility will awaysexist, current industry practice supportsthis
trend.

2.7.3.3 SUMMARY STATEMENT OF CONDITION

The APSC continues to use the present microwave system
in lieu of the new fiber optic system for pipeline operations.
The existing system meets the needs of TAPS but is aging and
does not support newer technology. As problems with the fi-
ber optic system are resolved, the APSC plans to take advan-
tage of the new technology, which will provide a long-term,
higher speed telecommunication capability. With the new digi-
tal microwave communication system, the fiber optic system,
and the satellite backup system, there will be multiple redun-
dancies to ensure safe control of TAPS.
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2.8 FIRE AND GASPROTECTION SYSTEMS

2.8.1 Pump StATIONS

2.8.1.1 DESCRIPTION

The fire and gas detection systems at the pump stations
notify personnel of potential and actual fires through devices
that detect fire, smoke, or hydrocarbon gas and alert people
through facility-wide alarms. Fire suppression systems are au-
tomatically activated when a fire has been detected and are
designed to extinguish the fire before it becomes unmanage-
able. Explosion inhibition systems are automatically activated
when apotentially explosive concentration of hydrocarbon gas
is detected.

The primary functions of the fire and gas detection and
suppression systems are to detect smoke, flames, excessive
temperatures, and hydrocarbon gas; alert personnel to a haz-
ardous atmosphere or fire condition; isolate hydrocarbon
sources by shutdown of equipment; start up emergency ven-
tilation systems; blow down large volume gas systems, dis-
charge Halon in a hazardous atmosphere or fire situation; and
support the manual activation of Halon and/or foam in a haz-
ardous atmosphere or fire situation. The APSC has completed
amajor upgrade to the pump station fire and gas detection and
suppression systems to take advantage of new technology.
The systems are regularly inspected and maintained.

The pump station fire and gas panels normally operate in
automatic mode. This alows for automatic actions related to
thermal or ultraviolet fire detection or hydrocarbon gas detec-
tion to occur expeditioudy, including actionsto isolate the pump
house, isolate the pump station, and shut down the station if
necessary. These automatic actions occur if a gas detector
indicates a concentration that is 60% or greater of the lower
explosivelimit (LEL). In addition, if a gas detector reads 20%
LEL, the ventilation rates are increased in certain gas fuel or
gas handling facilities. The fire and gas system’s automatic
actions can be bypassed for maintenance or testing. Actions
can aso beinitiated manually at the fire control panel or at the
local fire alarm stations.

Fire Detection Systems: Automatic fire detection systems

are installed throughout the pump station facilities. The main
fire and gas alarm system at each pump station provides cov-
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eragein all buildings that are linked by the pump station hall-
way system. The permanent living quarters and most other
detached buildings also have separate, local fire detection sys-
tems that report alarm conditions to the main fire and gas sys-
tem. Local alarm systems are installed in most occupied
temporary buildings including guard shacks, project offices,
and bresk trailers. Fire detection devices include ionization,
ultraviolet, and infrared flame detectors, and heat detectors.
Hydrocarbon gas detection devices include catalytic element
combustible gas detectors.

Except for certain local fire alarm systems that are separate
from the pump station fire detection systems, an activated fire
detection system sounds alarms in the station control room
and at the OCC, and activates the station alarm system. The
fire and gas detection systems provide ventilation unit auto-
matic control, initiate equipment and process shutdown, and
activate the fixed automatic fire suppression systems. Com-
bustible gas detection systems are installed in buildings or ar-
easwhere potentially expl osive atmospheres can devel op. With
the exception of PS 7, al large volume process areas/zones
are protected by gas detection voting logic. The gas detection
systems automatically activate alarmsin the State control room
and at the OCC, start emergency ventilation units, control equip-
ment and process shutdown, and activate the fixed, automatic
total flooding and inerting systems.

Fire Suppression Systems: Fixed automatic (Halon) and
manual (agueous film forming foam [AFFF]) fire suppression
systems are installed in selected buildings of the main pump
station complexes. Fixed automatic dry chemical systems are
provided in severa of the detached buildings housing hazard-
ous operations or contents. A wet standpipe system isinstalled
in the permanent living quarters.

Halon flooding systems are the automatic, primary fire-fight-
ing tool for buildings or modules that contain hydrocarbon
handling or flammable gas handling equipment, and for rooms
containing critical pump station equipment. A Halon total flood-
ing system is also installed in the pump station hallways. Ex-
cept in pump station hallways, the Halon total flooding systems
are discharged automatically in response to activation of the
detection systems. They may also be discharged manually by
activating pull stations throughout the facility or from the fire
control panel in the control room. The Halon concentration is
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calculated to extinguish firesand to inert explosive atmospheres
in areas with crude oil or gas fuel. Since Halon is no longer
manufactured, the APSC is stockpiling Halon from systems
that are repaired or replaced. This stockpile will be used to
resupply Halon systemsin critical areas (areas with explosive
potential that are occupied by personnel). Non-Halon systems
are being placed in noncritical areas within new facilities.

Buildings or modules that contain hydrocarbon-handling
equipment are also protected by a manually operated AFFF
firewater deluge system that is activated by controls in the
main control room. Firewater and foam solution is distributed
through each pump station’s firewater main by a fire pump
and acts as manual, secondary fire suppression in the areas
containing crude oil at the pump station. A foam tank is con-
nected to the system and supplies the AFFF solution to the
firewater in the facility to make foam.

A firewater main provides firewater to hose stations and
fire hose connections installed in pump station hallway and
shop/warehouse buildings, and to the sprinkler systemsin the
shop and fire pump room. The firewater main aso supplies
the standpipe in the permanent living quarters. There are no
fixed automatic fire suppression systems in the pump station
office buildings or any of the detached buildings|ocated on the
pump station pads, except for those buildings which house
hazardous operations or contents.

2.8.1.2 MONITORING AND MAINTENANCE ACTIVITIES

The APSC performs function tests of the fire protection
systems at least annually. Systems are repaired or replaced as
needed as a result of these inspections and other maintenance
activities. The APSC hasevaluated and revised maintenance of
fire and gas detection and suppression systems to make the
maintenance more specific and comprehensive. In response
to arequest from JPO, the APSC and JPO conducted an RCM
analysis of four process areas that contained all components
of the automatic fire and gas detection and suppression sys-
tem. Most of the recommendations of this analysis were al-
ready included in APSC’s maintenance program. The APSC is
working to implement the remaining recommendations.

As aresult of concerns regarding undocumented changes
to fire protection systems, a task force of engineers, techni-
cians, arepresentative of the State Fire Marshal, and an inde-
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pendent fire system expert recently completed an evaluation
of fire code compliance of the pump station fire and gas de-
tection systems (Woycheese 2002). The APSC is working
through the issues identified in this evaluation. By agreement
with the State Fire Marshal’s Office, the APSC will correct all
fire protection itemsthat could impact human safety and TAPS
functions by the end of December 2002. Fire protection items
that arise from fire code concerns, but do not involve human
safety or TAPS functionswill be corrected by December 2005.

The APSC is aso performing building integrity checks to
determine if pump station structures can maintain Halon con-
centrations sufficient to provide an inert atmosphere in the
event of an emergency. The integrity checks are completed at
PS 9 and 12. All pump station process areas are to be checked
by the end of December 2002. The remaining areas will be
checked by June 2003.

2.8.2VALDEZ M ARINE TERMINAL

2.8.2.1 DESCRIPTION

Fire detection systems are used at the VMT to give early
notification of smoke, flame, or heat. Various devices detect
anomalies and alert people through alarms. When a fire has
been detected, fire suppression systems are activated to extin-
guish the fire before it becomes unmanageable. The VMT fire
protection systems consist of onshore and offshore firewater
systems, a foam system for tanks, a separate foam system for
the East and West Metering Buildings, a Halon extinguishing
system, carbon dioxide at some locations, and other auxiliary
water systemsinvolving firetrucksand other firefighting equip-
ment.

The onshore firewater system supplies seawater from Port
Valdez to hydrants near critical buildings, tanks, and equip-
ment. Water from the firewater system also supplies two fixed
foam systems protecting tanks in the East and West Tank
Farms, and a separate Metering Building foam system. Three
pumping systems serve the three primary VMT areas: lower
Terminal, upper Terminal east, and upper Terminal west. Jockey
pumps maintain pressure in the main firewater lines. Booster
pumps supply water to the East and West Tank Farms.

The three main firewater pumps are diesel driven deep well
centrifugal pumps that draw seawater from a 45-foot deep
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vault. The main firewater pumps discharge into the lower Ter-
minal firewater distribution system that provides firewater for
the lower Terminal and suction side of the east and west fire
pump buildings. Two main firewater pumps are required for
the design of the protection systems; the third pump is an
installed spare that can be used in the case of failure of one of
the two main pumps. The east fire pump building boosts the
pressure of the firewater from the main firewater pumps and
provides water for the East Tank Farm area and the power/
vapor complex. The west fire pump building boosts the pres-
sure of the firewater from the main firewater pumps and pro-
vides water for the West Tank Farm area.

Thefirewater system is a closed-loop system. Any point on
the main firewater lines can be supplied from two directions.
Electric heat tracing is installed on sections of firewater line
installed abovethefrost line (eight feet below grade). Cathodic
protection protects the buried pipe from external corrosion.

Each of the four tanker berths has a separate fire control
system. A firewater supply pump islocated in the pump build-
ing on the offshore structure of each berth. The pump sup-
pliesfirewater to the foam system on the berth. Seawater from
the firewater pump is mixed with AFFF. The foam concen-
trate is stored on the berth and injected into the seawater viaa
pump and proportioner mounted on the foam-mixing skid. The
skid control valve automatically mixesthree parts of foam con-
centrate with 97 parts of water.

Each berth’'s system is tied into the onshore fire system by
a redundant firewater line running along the berth causeway.
The redundant firewater supply provides an alternate source
of water to the berths. If the berth firewater pump fails, water
may be supplied to the berth from the onshore firewater sys-
tem. The redundant firewater supply lines to the berths may
be placed in service ssmply by opening motor operated valves.
The valves may be opened (or closed) from push-button sta-
tions located at each valve, at local stations, or from the ap-
propriate power distribution centers. The offshore system and
redundant firewater line are normally dry, i.e., water isnot in
the lines unless the system has been activated. These systems
can be supplemented with fire trucks and other portabl e equip-
ment and by fire protection equipment on tugboats.

These systems use ionization or photoel ectric detectors for
smoke, ultraviolet detectors for flame, and thermal detectors
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for heat. Except for certain loca fire alarm systems that are
separate from the VMT systems, an activated fire detection
system sounds an alarm at the OCC and activates the alarm
system. The fire detection systems may also provide ventila-
tion unit automatic control, initi ate equi pment and process shut-
down, and activate the fixed automatic fire suppression systems.

Combustible gasdetection systemsareinstalled in buildings
or areas where potentially explosive atmospheres can develop
inthe presence of flammable vapors or gases. All large volume
process areas/zones are protected by gas detection voting logic.
The gas detection systems automatically start emergency ven-
tilation units, control the equipment and process shutdown,
and activate the fixed automatic systems.

Halon or carbon dioxideisautomatically discharged when a
fire condition is sensed and alarms sound. The chemicals are
dispersed only inthe areapotentially exposed to thefire. Halon
and carbon dioxide are colorless, odorless, eectricaly non-
conductive gases. When discharged into an enclosed area, they
are effective extinguishing agentsfor fires. Carbon dioxide to-
tal flooding suppression systems are installed in the fuel oil
pump building, the fuel oil transfer shed, and the HU-3 hy-
draulic unit. Halon is installed in the Petrostar metering pro-
cess area, Petrostar metering control room, Emergency
Response Building (ERB) flammable storage room, ERB oil
laboratory, ERB water laboratory, and Ballast Water Treatment
Facility laboratory.

2.8.2.2 MONITORING AND M AINTENANCE ACTIVITIES

The fire detection system is under continuous upgrade and
the fire alarm panels and detection devicesin VMT buildings
were recently improved. Firewater piping was relined in 2000
for corrosion protection and a fire hydrant replacement pro-
gram is in place, which will change out ten units every year
until all are complete. All components of the firewater system
have built-in redundancies to increase the likelihood that the
system will work if needed. The primary components of the
firewater system are discussed as follows.

Firewater Pumps: The firewater pumps get monthly main-
tenance, and their performanceisthoroughly tested every year.
No significant changes or repairs are anticipated for these
pumps.

AFFF Distribution System: The VMT fire foam is being

page 57



replaced with a more environmentally friendly product. The
new product is much less corrosive, as well as more eco-
nomical for waste handling.

Tank Farm Fixed Foam Systems: In 1999, an aggressive

program was initiated to remove excess sediment from the
crude oil storage tanks at the VMT. While doing routine tank
cleaning, workers discovered that slowly accumulating crude
oil sediments had covered the fire foam distribution piping in-
side the tanks. This hinders the foam from bubbling to the
crude oil surface and suppressing fire in the tanks. The possi-
bility of afire inside the tanks is remote because of the very
low oxygen atmosphere and lack of an ignition source. Never-
theless, the APSC decided the make the system as safe as
possible by periodically using mixer motors to dislodge the
sediment (which ismainly wax precipitated from cooling crude
oil) and sending it to tankers when they take on crude oil. This
process will likely become a standard operating procedure for
tanker loading in the future.

2.8.3 SUMMARY STATEMENT OF CONDITION

The APSC performs periodic maintenance and follows op-
erating procedures to inspect and test the fire and gas detec-
tion and suppression systems regularly. Procedures are being
upgraded to improve consistency and documentation, and to
fill any identified gaps. These systems are in good condition
and should continue to serve TAPS for the foreseeable future.

2.9 EARTHQUAKE M ONITORING SYSTEM

2.9.1 DESCRIPTION

The TAPS Earthquake Monitoring System (EMS) processes
seismic data to evaluate the severity of an earthquake ground-
shaking event along the pipeline route and to assess the poten-
tial for damage to the pipeline and supporting facilities. The
most important objectives of the EM S are to determine whether
the pipeline should be shut down in response to an earthquake
and to delineate inspection requirements for the affected por-
tion of the route. Based on preestablished criteria, the EMS
will record seismic event data, monitor acceleration forces,
annunciate alarms, generate event reports, initiate pipeline shut-
down for large events, and generate a list of recommended
system inspections and their locations. The EMS also main-
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tains an historical database of event parameters and accelera-
tion datafor detailed analysis.

The EM S has been part of the pipeline monitoring and con-
trol system since startup of TAPS in June 1977. The EMS
consistsof 11 remotedigital strong motion accel erator (DSMA)
stationslocated at the VMT and at all pump stations except PS
2 and 3. The DSMAS sense ground motion using highly accu-
rate force-balance accelerometers. Signals from these accel-
erometers are digitized and processed at each station to sense
earthquakes, transmit alarms, initiate pipeline shutdown, record
data, provide graphic displays, and generate reports for use in
operations and damage assessments.

After more than 20 years of service, the APSC replaced the
origina EMS hardware in 1998 with a second-generation sys-
tem composed of standard industrial grade personal computer
(PC) components and associated software running on a Win-
dows NT operating system. Implementing this enhanced sys-
tem on PCs alows for easy replacement and enhancement as
technology improves. The new EMS stations are installed in
the same locations as the origina system. Each station con-
sists of ground motion sensing instrumentation and a rack-
mounted computer that provides data acquisition, processing,
recording, network communications, and output of alarms and
analog signs to the OCC. The new DSMA stations use a net-
work to share data between stations. Each DSMA has equal
status, i.e., there is no central controlling station. All stations
sense and process ground motion data and perform system-
wide processing of data that are broadcast and shared with all
other DSMAs. The Data General MV 20000 central computer
is aso connected to the EM S network to retrieve information
for creating displays and alarms at the pipeline controller’'s
console in the OCC.

In addition to routine system functions, capabilities are in-
cluded for dial-in access over telephone lines to retrieve data,
test the system, and perform software maintenance as needed.
Another feature of the system uses a digital-to-analog con-
verter card to provide test signals to the accelerometersin the
form of actual earthquake acceleration time histories. These
tests, referred to as self tests, exercise al aspects of the sys-
tem and provide a method for validating operational integrity.
With the new 1998 DSMA stations, software for post-earth-
guake data processing and reporting of event parameters gen-
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eraly follows the performance specifications for the origina
system; however, improved analytical techniques with greater
reliability wereincorporated as appropriate. All software func-
tions are now handled by the computers at each DSMA station
rather than only by the pipeline control system computer (the
Data General MV 20000) at the OCC.

The EM S upgrade project offers anumber of improvements
relating to modern computers and improved technology re-
sulting from advancesin earthquake engineering research over
the past two decades. The most notable improvementsinclude
thefollowing:

*Each DSMA station generates post-earthquake reportsfrom

asingle set of data, and personnel at each location can re-

trieve these reports.

*During an earthquake, accel eration time histories are stored

in computer memory, and then automatically transferred to

hard drives for semi-permanent storage after the event. Far
more data can now be stored than previously.

*Each remote station is capable of processing acceleration

time series to determine a much larger number of earth-

guake response coefficients over abroader frequency range.

This results in better characterization of earthquake sever-

ity.

*Reports and inspection checklists are now available at each

DSMA rather than only at the OCC. Thiswill expedite post-

event damage inspection.

*Authorized users are now able to log in remotely to any

DSMA. If aDSMA station isdisabled or otherwise unavail-

able, other DSMAs can be accessed to obtain the same data.

*Self-tests are automatically initiated and evaluated on ape-

riodic basis, removing this responsibility from the OCC.

*Each site can initiate pipeline shutdown.

The DSMA units operate in three modes: pre-event, event,
and post-event, with pre-event being the most common. In
pre-event mode, each DSMA continuously measures ground
accel erations along three axes and determines whether an event
trigger has been received on any one of the three axes. The
data are continuously scanned for a seismic event (real or test).
If an earthquake is detected, the DSMA switchesinto the event
mode and records acceleration time histories for each of the
three axes of measurement. Visual and audible alarms are acti-
vated locally, and event alarms are passed to the pipeline con-
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trol system for display at the OCC. Acceleration time histories
arestoredin adisk filefor post-event processing and archiving.
When the earthquake has ended, the DSMA switches to post-
event mode and computes and stores event parameters that
indicate earthquake severity.

Immediately after an earthquake, the EM S network distrib-
utes data from each triggered DSMA so that all DSMASs have
data on the earthquake. Each DSMA processes the data to
determine the severity of ground shaking along the pipeline
route. The computer generates graphs and printed reports,
which assist the pipeline controller in decision making and guide
post-earthquake inspection efforts. A key report section com-
pares computed earthquake parameters to design limits. If the
shaken area requires an inspection, a checklist is generated to
guide field response teams.

The pipeline controller determinesthe need for pipeline shut-
down and field inspection through review of EM S-generated
alarm displays and other control system information. The pipe-
line controller can intervene and override the automatic shut-
down command. Shutdown actions are initiated manually by
the pipeline controller, but a shutdown sequence will occur
automatically if seismic alarms are not acknowledged at the
OCC within 10 minutes. The pipeline controller at the OCC
has written procedures for determining the location and extent
of any damage and the appropriate actions to take depending
on the location and magnitude of estimated damage. The com-
puter generates a list of facilities and features along the pipe-
line ROW to check in the event of alarge earthquake.

The DSMA stationsareindividually tested with atest signal
on a regularly scheduled basis; each station is tested about
twiceamonth. In addition to self tests, regular periodic testing
of the instrumentation is also accomplished as part of APSC's
preventive maintenance program.

2.9.2 MONITORING AND M AINTENANCE ACTIVITIES

None of the EMS components are so substantial that the
need to replace or upgrade them would significantly impact
TAPS operations. This system relies on off-the-shelf comput-
ers and other components which, should they need to be re-
placed, arewell within APSC’sannual budget for such expenses.
The EMS computers and tri-axial accelerometers are the key
components of this system.
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EMS Computer: The minimum computer hardware at each
monitoring location consists of an industrial grade computer
with a Pentium class processor, 32 megabytes of random ac-
cess memory, two hard drives, and a floppy disk drive. In
addition to the central processing unit, the computer chassis
contains specia cards to detect a seismic event, record peak
horizontal and vertical accelerations, connect each DSMA to
the network, and allow dial-in access by authorized users. The
EM S hardware components are housed in a seismically quali-
fied floor-mounted equipment rack.

Tri-Axial Accelerometer Assembly: Earthquake ground ac-
celerations at each monitoring location (each DSMA) are mea-

sured on the three orthogonal axes (plant north-south, plant
east-west, and vertical) by three force balance accelerometers
mounted in a block. The accelerometers and associated inter-
face electronicsare enclosed in ahermetically sealed electrical
junction box mounted on afive-foot-square by two-foot-thick
concrete pad. The accel erometer signals are filtered and input
to theanalog-to-digital converter card for digital sampling. The
EM S accel erometers have a long history of successful perfor-
mance in the arctic environment. Typically, accelerometers
work either correctly or not at all. Malfunction can be readily
detected through system self tests. Accelerometer calibrations
are periodically checked and adjusted as necessary.

2.9.3 SUMMARY STATEMENT OF CONDITION

The EMS is in good condition. The system has recently
been upgraded to take advantage of the latest technology. The
system operated as designed in response to the large earth-
guake on November 3, 2002, by initiating automatic shutdown
of the pipeline, cal culating the severity of the event, and devel-
oping a checklist of approximately 160 items for inspection
and evaluation. This system was instrumental in the shutdown
of TAPS and provided good information to allow timely restart
of the pipelinein asafe manner. Aslong asthe EM S continues
to receiveregular maintenance and upgrades, it will serve TAPS
for an essentially unlimited period of time.

2.10VALDEZ M ARINE TERMINAL

TheVMT isat the southern end of TAPS and includes equip-
ment and facilities for managing the crude oil transported
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through the pipeline. Crude oil arriving at the VMT is mea-
sured at the East Metering Building and then goes to storage
tanks or can be directly loaded onto tankers. The VMT has 18
crude oil storage tanks each with a capacity of 510,000 bbl;
the total storage capacity of these 18 tanksis 9.18 million bbl.
Four storage tanks are located at the West Tank Farm and 14
tanks are at the East Tank Farm. The VMT has four loading
berths. Berths 4 and 5 have vapor control systems and will be
the primary loading berths in the future. Berths 1 and 3 do not
have vapor control systems but can be used in specia situa-
tions. Berth 2 was never built.

Two major systems at the VMT that are instrumental for
future TAPS operations are the Ballast Water Treatment Facil-
ity (BWTF) and the vapor management systems. The BWTF
is used to treat ballast water from incoming tankers and other
wastewater before discharge to Port Valdez in accordance with
existing permits. The vapor recovery system manages the hy-
drocarbon vapors from the crude oil storage tanks at the VMT,
and hydrocarbon vapor from tankers is managed by the vapor
control system. The BWTF and vapor management systems
are addressed in the following discussion.

2.10.1 BALLAST WATER TREATMENT FACILITY

2.10.1.1 DEescrIPTION

The BWTF processes ballast water offloaded from incom-
ing tankers and wastewater from a variety of waste streams
collected in the VMT industrial wastewater sewer system.
Tankers use seawater for ballast to maintain stability and ap-
propriate operating conditions on their return journeys to Port
Valdez after delivering crude oil to various ports. Sometankers
carry the ballast water in chambers segregated from the crude
oil. This ballast water is discharged directly to Port Valdez af -
ter inspection for oily sheen in accordance with regquirements
of the U.S. Coast Guard and the U.S Environmental Protection
Agency. Other tankers carry ballast water in the same tanks
used for storing crude oil on the outbound journey. This bal-
last water contains residual hydrocarbons that cannot be dis-
charged directly to Port Valdez. This contaminated ballast water
is offloaded at the VMT and treated to remove hydrocarbons
and other contaminants, and is then discharged to the marine
waters of Port Valdez in accordance with the National Pollu-
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tion Discharge Elimination System (NPDES) permit for the
VMT.

Approximately 85 to 95% of the wastewater processed by
theBWTFistanker ballast and bilgewater. Other influent sources
include process wastewater, condensate from vapor recov-
ery, potentially contaminated storm waters, oily washdown
water, filter backwash, and minor spills from various contain-
ment systems in the BWTF. The NPDES permit requires ex-
tensive monitoring for the VMT to document the quantity of
pollutants discharged from the outfalls, and the effects on the
receiving water and marine sediments. Contaminants of con-
cern in this water include total suspended solids (TSS) and
total aromatic hydrocarbons (or BTEX — benzene, toluene,
ethylbenzene, and xylene).

The BWTF dischargestreated water at atypical rate of about
11to 12 million gallons/day. Discharges peaked in thelate 1980s
and early 1990s. The effect of treatment improvementsis most
noticeable in the decrease in the amounts of TSS and BTEX
released to Port Valdez. Biological trestment was demonstrated
to provide improved treatment for trace organics at the end of
the 1980s. The APSC moved to establish the current BWTF
process beginning in 1989. By 1991, improvementsto the plant
enabled reduction of BTEX discharges by more than an order
of magnitude, to an average value for the year of just over 0.1
milligrams per liter (mg/l) BTEX. Today, due to continuous
process refinements, discharged BTEX is typically less than
0.02 mg/l, another order of magnitude reduction.

Effluent monitoring combined with well documented dilu-
tion and mixing process calculations demonstrate that water
quality standards are maintained at the edge of the zone where
effluent and seawater mix. Initial mixing and plume dispersion
through the BWTF outfall achieve areduction in the contami-
nant concentrations by afactor of 100 due to dilution. Contin-
ued dilution through the mixing zone results in contaminant
concentrationswell below the maximum levelsallowed in State
of Alaska Water Quality Standards givenin 18 AAC 70.

The BWTF isdesigned to treat up to 30 million gallons/day
of oily ballast water and industrial wastewater from activities
at the VMT. Treatment occurs through three processes. grav-
ity separation, dissolved-air flotation (DAF), and biological treat-
ment.

Gravity Separation: Ballast water and other influent waste-
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waters are pumped to one of the three 18-million gallon ballast
water storage tanks, known as the 90s Tanks. In addition to
influent storage, the 90s Tanks provide calm conditions to al-
low for separation of solids by gravity settling. The tanks are
250 feet in diameter and have a fill height of 49.5 feet. Pres-
surefrom theliquid level in the tanks provides energy to drive
wastewater flow through the remainder of the treatment sys-
tem.

Settling in the 90s Tanks typically occurs for a minimum of
four hours, during which the tank is closed to further influent
that may disturb the separation process. Oils and emulsions
that migrate to the top of the liquid are skimmed and directed
to the smaller 100-foot diameter oil recovery tanks (known as
the 80s Tanks) for further processing by gravity separation.
Oil skimmed from the 80s Tanks is returned to the crude oil
stream. About 1,000 bbl/day of oil are recovered by this sys-
tem.

Dissolved-Air Flotation: Metering pumps are used to inject

a polymer into the discharge line from the 90s Tanks to assist
in accumulation of oil and other contaminant particles through
an electrochemical process called flocculation. Groups of ag-
gregated particles called flocs are more amenabl e to separation
from the water in the DAF cells due to enhanced buoyancy
and reduced surface tension.

The six DAF cells form the second level of treatment for
oily wastewater in the BWTF. Each DAF cell is a concrete
channel 24-feet wide, 112-feet long, and 12-feet deep. In this
system, process water is exposed to high-pressure air in pres-
sure-retention tanks packed with aplastic material. The plastic
packing material resultsin avery large surface areato expose
the flowing water to the air, maximizing the amount of high
pressureair that isinjected into the processwater stream. Upon
mixing with the main flow of wastewater, the air-filled water
reverts to normal atmospheric pressure. Air comes out of so-
[ution in tiny bubbles which attach to oil and floc particlesin
the wastewater stream and rise to the surface, where they are
skimmed and directed to the 80s Tanks for oil recovery. Water
is pumped from the DAF outlet channel to the pressure-reten-
tion tanks for recycling through the DAF process.

Biological Treatment: When originally built in 1976, the
BWTF employed only the gravity separation and DAF pro-

cesses to remove oil from the wastewater before discharge to
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Port Valdez. While this system achieved its origina purpose,
the discharge limits imposed on water treated in the BWTF
under the NPDES permit were later revised to include a limit
on BTEX. The APSC responded to this revision by adding
biological oxidation asathird level of treatment in 1989. New
concrete biological treatment tanks were put into service in
1990.

Wastewater discharged from the DAF cellsis enriched with
nutrients (phosphate and ammonia-nitrogen), which promote
the growth of organismsthat consume any remaining dissolved
oils and aromatic hydrocarbons. The process is further en-
hanced by jet aeration and mixing in two parallel biological
treatment tanks (BTTs). Water pumped through a header is
aerated by a jet from a parallel air header at a pressure near
atmospheric.

Microbial floc materials generated inthe BTT are skimmed
and redirected to the 80s Tanks. Underflow from the skim-
ming systems is discharged through a baffle and weir system
toasubmarineoutfall in Port Valdez. Temperature, BTEX, and
oxygen are continuously monitored to ensure complete treat-
ment. To provide supplemental removal of BTEX when bio-
logical upsets occur, a polishing air stripper was installed
downstream of the BT Ts to remove occasional elevated levels
of BTEX prior to discharge.

Sludges: Sludges accumulate in the bottom of tanks and
facilities comprising BWTF, mostly in the 90s Tanks, the DAF
cells, and the BT Ts. Sludges of similar composition also accu-
mulatein sumpsand portionsof theindustrial wastewater sewer
system. Normal maintenance requires periodic cleaning of
BWTF tanks and facilities, and a separate sludge tank is main-
tained at the BWTF for such residues. Recovered oil from the
dludge tank is transferred directly to the 80s Tanks. Process
solids from the sludge tank are managed in accordance with
state and federal regulations for disposal off site.

Future Process Adjustments: As crude oil throughput de-
clinesin the future and double-hull tankers replace the existing
tanker fleet, ballast water dischargesto the BWTF are expected
to decline. The effluent from the BWTF islikely to stabilizein
the range of 3.5 to 6 million gallons/day by 2010, down from
the present average level of 11 to 12 million gallons/day. This
will likely mean a reduction in the concentration of hydrocar-
bons treated in the system.
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New tankerswill have segregated ballast chambersthat never
hold crude oil. Double-hull tankers can discharge this segre-
gated ballast water directly to marine waters, following in-
spection to ensure that the ballast does not have an oily sheen.
If it is decided to include segregated ballast water in the water
directed to the BWTF, the volumes of ballast water treated
would likely approach the high end of the range given above,
although concentrations of hydrocarbonswould be much lower
than current levels. The ballast water treatment process would
require further adjustments to optimize treatment.

The reduced volume of ballast water and reduced hydro-
carbon levelswill mean more flexibility in plant operation and
influent wastewater storage. Processes will be monitored and
adjusted to ensure that the hydrocarbon-consuming organisms
function optimally in the biological treatment tanksand to main-
tain the highest quality effluent possible. As ballast water vol-
umes decrease, the APSC may reduce or consolidate treatment
processes.

2.10.1.2 MoNITORING AND M AINTENANCE ACTIVITIES
Ballast Water Storage Tanks (90s Tanks): Tanks 92, 93, and
94, which have been in operation since BWTF startup, have

historically been taken out of service every fiveyearsfor clean-
ing and inspection on a staggered rotation such that two tanks
are always available for ballast water storage. Snow loads on
the tanks are controlled by melting the snow with seawater.
The melt water is contained in the secondary containment ba-
sin surrounding thetanksand isretrieved and processed through
the BWTF. Over the past two years, Tanks 93 and 94 were
each raised two feet in order to provide corrosion protection
around the base of the tanks with a new cathodic protection
system, minimize the potential for liner abrasion with addi-
tional cover over the liner in the diked area, and grade the
diked area so that water drains away from the tanks. Due to
the improved corrosion protection on Tanks 93 and 94, the
inspection interval has been extended to 10 years. Tank 92 will
not have a cathodic protection system installed and will remain
on a five-year inspection interval due to uncertainties in the
amount of ballast storage needed in the future.

Oil Recovery Tanks (80s Tanks): Tanks80 and 81 are cleaned
and inspected on a staggered five-year rotation. The tanks are
much smaller than those used to store ballast water, and their
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foundations and liner systems are sufficient for the required
performance.

DAF Cdlls: Likethe BTTs, these concrete channelsaretaken
out of service on a four-year staggered rotation for cleaning
and inspection. Maintenance practices and inspection findings
are documented in accordance with APSC’s standard operat-
ing procedures.

Biological Treatment Tanks: The installation of these tanks
was a mgjor focus of the BWTF improvement project con-
ducted from 1989 to 1991. The biological treatment and air
strippers replaced the less effective aerated-lagoon treatment
ponds. These tanks were constructed on unconsolidated fill

material and have ongoing settlement issues but are closely
being monitored on an annual basis. Itisnot likely that differ-
ential settlement will result in damage to the concrete sections
or in damageto the expansion jointswithin the next six to eight
years. The mode of differential settlement tends to open the
expansion joints at the top, where hydraulic head due to tank
content is low; any leakage at an expansion joint would occur
slowly and could be repaired.

Qutfall: The depth and position of the outfall pipearecritical
in that adischarge pipe failure would limit the plant’s capacity
to process ballast water and could limit the ability to receive
tankers at the VMT. The outfall pipe is constructed of high-
density polyethylene that is immune to corrosion. Capacity is
sufficient for maximum flows anticipated from the plant. The
diffuser ports discharging the treated waste water into Port
Valdez areinspected periodicaly by arobotic underwater camera
to ensure operational integrity.

BWTEF Piping: All piping in the BWTF was originally con-
crete-lined carbon steel. Corrosion of this piping beganto be a
significant problem in the 1980s. Much of the piping has been
replaced with corrosion-resistant pipe; for example, the DAF
cell piping is mostly stainless steel, and the piping from the
DAF cellsto the BTTsis now plastic. Piping from the tanker
berths to the 90s Tanks underwent major rehabilitation begin-
ning in 2001 after investigationsreveal ed that the interior liner
was failing and allowing the steel to be exposed to seawater,
which caused serious corrosion problems.

General Maintenance: Ongoing maintenance includes regu-

lar inspection and operating procedures to maximize the lon-
gevity of the BWTF. Many mechanical system components
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including the BWTF control building, oil recovery building,
polymer injection systems, nutrient additive system, DAF trans-
fer pumps, exposed piping and ducting, fans and blowers, pro-
cess instrumentation, skimmer systems, and valves may be
replaced or upgraded in the course of regular maintenance.
These components are covered individually and generally by
the APSC’s preventive maintenance program for the BWTF.
Lubrication, inspection, and replacement of expendable parts
are performed according to the documented procedures for
each component. The preventive maintenance system is cur-
rently being converted to a computerized control system that
provides an updated list every month of equipment service
requirements. The preventive maintenance system also pro-
vides documentation that each activity is completed in accor-
dance with specified procedures.

2.10.1.3 SumMARY STATEMENT OF CONDITION

The BWTF is currently in sound condition and will con-
tinue to be so provided that the current maintenance program
continues. Successful operation of the BWTF is essential to
TAPS operations. Ongoing monitoring and process controls
ensure that the system meets treatment requirements specified
in the NPDES permit. The BWTF utilizes proven wastewater
treatment techniques and equipment, and existing facilitiesare
monitored and maintained. Equipment is easily upgraded and
replaced, as indicated by past improvements to this system.

2.10.2VAPOR M ANAGEMENT SYSTEMS

2.10.2.1 DEesCRIPTION

The VMT vapor management systems reduce atmospheric
emissions of hydrocarbons from the storage tanks and tank-
ers during crude oil loading operations. Crude oil vapor from
storage tanks is managed by the vapor recovery system and
vapor from tankers is managed by the vapor control system.
While these two systems merge prior to the incinerators, they
were constructed at different times and are discussed sepa-
rately here. The vapor recovery system also provides inert
(oxygen-deficient) vapor to the crude oil storage tanks, thus
preventing the vapor within the tanks from entering a com-
bustible range.

Because the storage tanks have fixed roofs, vapor must be
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collected from or supplied to the space above the oil whenever
the tanks are being filled or emptied to prevent failure and the
release of crude oil vapor to the atmosphere or air from being
drawn into the tanks. When a storage tank is being filled with
crude ail, vapor is collected from the tank and delivered to the
powerhouse boilers for electricity generation or to the incin-
erators for burning. When a storage tank is being emptied,
vapor is supplied to the tank. The vapor supplied to the tank
may come from other tanks, from vapor collected from ships
being loaded, or from the boiler flue gas (inert gas). When a
ship is being loading, the vapor is piped and distributed to the
storage tanks for vapor balancing, to the powerhouse boilers
for electricity generation, or to the incinerators for burning.

Crude Oil Storage Tanks: The VMT has 18 crude oil stor-
age tanks, each with a capacity of 510,000 bbl. The tanks are
located intwo areas, designated the East and West Tank Farms.
The crude ail in the tanks is warm and releases hydrocarbon
vapor into the tanks. To prevent atmospheric emissions of the
hydrocarbon compounds, the vapor is collected and eventu-
ally burned in the incinerators or powerhouse boilers. The va-
por recovery system serving the tank farms was part of the
origina construction of the VMT in the 1970s.

The vapor space in the tanks is controlled to maintain a
dlight positive pressure. If the pressure in a tank decreases
beyond a preset value, a control valve at the tank opens to
allow vapor or inert gas to flow into the tank from the vapor
supply header. Conversely, if the pressure in a tank increases
beyond a preset value, a control valve at the tank opens to
allow vapor to flow out of the tank and into the vapor collec-
tion header.

Tank Farm Piping: There are two piping systemsin the tank

farms. The vapor supply system, also referred to as the high
pressure header, normally operatesat 10 to 15 psig and distrib-
utes vapor to the storage tanks as needed because of decreas-
ing internal tank pressure. High pressure as used here to refer
to the vapor supply system is somewhat a misnomer as it op-
erates at 10 to 15 psig, but high pressure and low pressure are
convenient ways of referring to the vapor supply and vapor
collection streams, respectively. The high-pressure piping is
insulated and located aboveground. The piping was originally
carbon steel, but was subsequently replaced with stainless steel
because of corrosion problems.
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The vapor collection system, also referred to as the low
pressure header, operates at a pressure of approximately -1.0
psig (or 1.0 psi vacuum) and collects vapor from any tank in
which vapor must be removed because of increasing internal
pressure. Most of the original insulated carbon steel piping in
thissystemisstill in service, athough it hasbeenreplacedina
few isolated locations where repairs have been made.

Inert Flue Gas and Scrubbers: Hydrocarbon vapor from the

storage tanks is combustible when mixed with sufficient oxy-
gen. To prevent the potential for fire or explosion in the tanks
or vapor systems, the oxygen is kept below the concentration
needed for combustion by preventing air from entering the
tanks. Whenever more vapor is needed in the system, inert gas
issupplied. Theinert gas for the system is created by taking a
portion of the exhaust flue gas from the powerhouse boilers,
cooling it, passing it through a scrubber, and delivering it to
the vapor control system for distribution through the high pres-
sure header to the storage tanks.

The scrubber system includes two scrubber vessels where
the vapor encounters a counter-flow stream of caustic-and-
water solution to reduce the sulfur dioxidein the flue gas. The
inert gas system, as well as the rest of the vapor management
system, is operated with low levels of oxygen so that the va-
por isbelow the combustible range, thus providing safety from
fire or explosion. Oxygen analyzers monitor the oxygen con-
tent of the vapor and alarm or shut down the system if 7 to 8%
oxygen is detected.

Vapor Compressors: Five compressors are used to move

vapor through the two vapor management systems. The com-
pressors create vacuum conditions on the vapor collection por-
tion of the systems and create positive pressure on the vapor
distribution portion.

The vapor recovery system serving the storage tank farms
and the vapor control system serving the tankers are each ser-
viced by two compressors. A fifth compressor is in a swing
configuration to serve either system as a backup. The two
compressors serving the tank farm vapor recovery system
and the swing compressor are rated for approximately 600,000
standard cubic feet per hour (SCFH). (Since the volume of
gases is dependent on temperature and pressure, volumetric
flow rates are given for standard conditions, which are 60 °F
and 14.569 psi absolute). The compressorsfor the marine vapor
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control system are rated for approximately 785,000 SCFH.
The compressors are helical-screw, positive-displacement type
driven by 1,500-horsepower electric motors. The swing com-
pressor serves as a backup for both the tank farm and marine
portions of the system, thus allowing maintenance or replace-
ment of a compressor without limiting operation of the com-
plete system or the ability to either receive crude oil from the
pipeline or discharge crude oil to tankers.

Vapor Incinerators: Three incinerators are installed to burn

excess vapor, thus preventing atmospheric emission of hydro-
carbon vapors containing volatile organic compounds (V OCs).
The incinerators have a fuel-oil support burner that isfired to
keep the incinerator above the minimum operating tempera-
ture when the vapor has a low hydrocarbon content or when
there is no excess vapor to burn in the incinerator. The incin-
eratorsare each rated for 400 million British Thermal Units per
hour firing capacity. The capacity of one or two incinerators
is sufficient for all operating conditions of the vapor manage-
ment systems. This alows the third incinerator to be out of
service for maintenance or repair without limiting operation of
the complete system. The incinerators have been tested, most
recently in 1998, and have demonstrated VOC burning effi-
ciency and emission levels that are within the requirements of
federal and state regulations and permits.

Marine Vapor Collection System: The marine vapor control

system was installed in 1997 to comply with federal regula-
tions (Subpart Y of 40 CFR 63), which became effective March
19, 1998. The system collects vapor from tankers during crude
oil loading operations. Marine vapor collection is provided at
Berths 4 and 5, the two berths capable of handling all sizes of
vessels loaded at the VMT. Berths 1 and 3 are not capable of
loading the largest vessels that call at the VMT; Berth 2 was
never constructed. The crude oil loading and vapor collection
capacities of Berths 4 and 5 are sufficient to meet current and
projected pipeline throughput volumes. The compressor con-
figuration and incinerator capacity will accommodate the ad-
dition of vapor collection for a third berth, if needed in the
future. The piping from the berths to the compressors is du-
plex stainless steel, a highly corrosion-resistant alloy.

During loading operations, vapor from atanker is collected
using avapor compressor. The vapor is distributed to the stor-
age tanks to balance the vapor space of tanks being emptied,
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routed to the powerhouse boilers for electricity generation, or
sent to the incinerators for burning. The pressure within the
marine vapor control system is maintained so that the vessel
tanks are kept at a slight positive pressure, thus preventing
ingress of air. Preventing air intrusion keeps the vapor oxygen
deficient, and prevents a combustible mixture of hydrocarbon
vapor in the vessel and the vapor control system.

The vapor collection systems at each berth include oxygen
analyzers and detonation arrester systems, as required by U.S.
Coast Guard regulations (Subpart E of 33 CFR 154). Oxygen
analyzers monitor, alarm, and shut down the vapor control
system based on the level of oxygen in the vapor. The detona-
tion arrester system prevents a fire or detonation in the vapor
piping from traveling from the shore facilities to the marine
vessel, or vice versa. The detonation arrester system consists
of afast closing valve and chemical suppressants, which are
released if afire or detonation pressure wave is detected in the
pipe. The detonation arrester system was developed for the
VMT marine vapor control system by Fenwal Safety Systems
and is certified by the U.S. Coast Guard. Before devel opment
of this system, no detonation arrester existed with adequate
size and capacity for the vapor collection requirements at the
VMT.

2.10.2.2 MONITORING AND MAINTENANCE ACTIVITIES

Each portion of the VMT vapor management systems has
received significant maintenance and upgrades over the past
10 years. This has resulted in an up-to-date system for man-
agement of hydrocarbon vapors at the VMT that iswell suited
for continued service and maintainability. With the benefit of
operating experience and decisions based on long-term oper-
ating goals, many portions of the vapor management system
are now in better condition for long-term operation and main-
tenance than when originally constructed. Various issues have
arisen requiring analysis, maintenance, repair, or modification
during the 25 years of operation of this system. The major
issues and their solutions are discussed below.

Tank Farm Vapor Piping: The majority of the vapor recov-

ery system was originally installed using carbon steel piping.
During the first few years of operation, internal corrosion of
the piping was identified as an issue requiring attention. The
maintenance and repair progressed through several stages,
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eventually resulting in replacement of major portions of the
pipingin 1996 and 1997 with 316L stainlesssteel material. The
stainless steel piping is highly resistant to corrosion under the
conditions encountered in the vapor recovery system and is
projected to have alife that can be maintained indefinitely.

Stainless steel piping is used for the vapor supply piping to
each storage tank and for the piping between the compres-
sors, flue gas scrubbers, and incinerators. The vapor collec-
tion piping from each storage tank is carbon steel, but is
inspected annually and has not shown a need for replacement.
Because the piping is aboveground, it is accessibleif repair or
replacement is needed.

When internal corrosion of the vapor recovery system pip-
ing was first identified, the area of greatest corrosion was in
the piping that supplied inert gasto the storage tanks. Theinert
gas piping from the scrubbers to the compressors and the
storage tanks suffered significantly higher rates of corrosion
than the hydrocarbon vapor piping from the storage tanks to
the compressors and incinerators. Inert gas for the system is
created from exhaust flue gas, which carries residual amounts
of sulfur compounds, carbon dioxide, and alow level (nomi-
nally 3%) of oxygen, al from the combustion process. The
flue gas aso has a high water vapor content from the combus-
tion and scrubber processes. As the inert gas moves through
the vapor piping towards the storage tanks, the water vapor
condenses to liquid, which combines with the sulfur, carbon,
and oxygen to form a corrosive, acidic liquid on the walls of
the vapor piping.

The corrosion problem was addressed through several stages:
conversion from a split system to a combined system, selec-
tive pipe replacement, dehydration, and replacement of carbon
steel pipe with stainless stedl pipe. These are discussed as fol-
lows.

The vapor recovery system for the tank farm was originally
configured as a split system, with the inert gas going to the
storage tanks being kept separate from the vapor collected
from the tanks. The supply to the tank farm was al inert gas
from the boiler flue gas exhaust, and all vapor collected from
the tank farm was sent to the incinerators.

In the early 1980s, the system was reconfigured to a com-
bined system. In the reconfigured system, inert gas is com-
bined with vapor collected from the tank farm to supply vapor
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to tanks as needed, and only the excess vapor is sent to the
incinerators. With this arrangement, the quantity of inert gas
used is limited to what is needed to make up any net deficit
vapor volume when some storage tanks are being filled and
others are being emptied, rather than supplying the total quan-
tity of vapor needed with inert gas.

The combined system is beneficial because lessinert gasis
introduced into the vapor system, thus reducing the amount of
corrosive compoundsin the piping system. The combined sys-
tem also reduces the usage of the compressors, thereby re-
ducing electricity consumed and the volume of vapor burned
in the incinerators — thus reducing the total atmospheric emis-
sionsfromtheVMT. The change to acombined system brought
about operational improvements and efficiencies, but did not
fully solve the problem of corrosion in the vapor piping.

In the late 1980s, some portions of the vapor piping had
corroded to the point that vapor leaks developed. Temporary
patches were used to keep the system operational, and se-
verely corroded sections of piping were replaced with new
carbon steel material. Some sections of piping, particularly
around the compressor building, were replaced with stainless
steel piping. Engineering studies explored waysto reducelong-
term corrosion of the vapor piping.

The vapor piping corrosion is accelerated by the water va-
por carried in the flue gas and condensed on the pipe wall. To
address this problem, a process was employed to dehydrate
the vapor. Removal of the water vapor keeps the corrosive
environment from devel oping in the piping, and corrosion rates
of the carbon steel material are greatly reduced. A gas dehy-
drator installed in 1990 failed to operate satisfactorily and was
abandoned after about a year. The process employed glycol-
contactor dehydration and steam-heated regeneration. This
process has been shown to be successful for dehydrating high-
pressure natural gas streams; however, therelatively low pres-
sure vapor system and the presence of aromatic hydrocarbons
inthevapor resulted inlow dehydration effectivenessand rapid
fouling of the glycol.

Since vapor dehydration proved unsuccessful, the next step
was to look at upgrading the piping material to increase corro-
sion resistance. The stainless steel pipe material used at afew
replacement locations was showing good corrosion resi stance.
Corrosion monitoring showed that the carbon steel high-pres-
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sure piping was continuing to corrode and would need re-
placement. However, the carbon steel low-pressure piping had
a low corrosion rate such that only isolated locations might
need replacement in the following decade or two.

The piping from the scrubbers and all the high-pressure
piping were replaced with stainless steel piping during 1996
and 1997. Mgjor portions of the vapor management system
arenow in abetter condition for long-term operation and main-
tenance than when originally installed. The stainless steel pip-
ing isperforming well and ismaintainableindefinitely. Corrosion
monitoring continues for the vapor piping. The carbon steel
piping is monitored to determine if or when any further re-
placement may be needed.

Vapor Compressors: All five vapor compressors have been
overhauled and changed from carbon steel to stainless steel
material to provide corrosion resistance and amaintainable un-
limited life. One partial upgrade replacement occurredin 1992,
three in 1997, one in 1999, and one in 2002. All the electric
motor drivers were refurbished in 1996 and 1997.

During thefirst years of operation, corrosion products (rust)
from the carbon steel pipe passed through the piping system
and caused high rates of wear and high maintenance for the
vapor compressors. The problem was addressed by installing
filters on the suction side of the compressors. These filters
captured corrosion products before they could reach the com-
pressors. The demand on the filters has decreased since much
of the flue gas and manifold piping has been replaced with
stainless steel. Nevertheless, filters continue to serve a useful
purpose of capturing corrosion products from the low-pres-
sure piping.

During the 1990s, the five vapor compressors were up-
graded in order to restore compressor performance, improve
materials for increased longevity, and increase capacity to ac-
commodate marine vapor control. The compressors perfor-
mance had deteriorated from regular use and especially from
the severe duty imposed on them before the suction filters
were installed. Internal compressor components had also suf-
fered from corrosion. After a basic overhaul of two compres-
sorsin the late 1980s, a full upgrade program was initiated.

Thefirst compressor upgrade wasin 1992 and involved the
installation of new stainless steel rotors and a stainless steel
weld overlay of the compressor-case internal bore. The new
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rotors and re-bored case returned the compressor to full per-
formance. The stainless steel materials were an upgrade over
the original cast iron cases. This compressor later received a
full stainless steel upgrade. With the stainless steel case and
rotors, there should not be significant deterioration from cor-
rosion. The compressors are expected to be serviceable for
many years, with possibly an interim overhaul to restore the
rotors.

In 1997, three compressors were upgraded with new stain-
less steel rotors and cases. One of the compressors was kept
at original capacity, while the other two were increased in ca-
pacity to handle vapor collection from the marine vapor sys-
tem. One additional compressor was upgraded in 1999 with
the installation of new stainless steel rotors and cases; this
compressor was kept at original capacity. The remaining com-
pressor was upgraded with all stainless steel materialsin 2002.
The electric motor drivers for all compressors were refur-
bished in 1996 and 1997. The vibration and temperature moni-
toring instrumentation of the compressors and motors was
also upgraded to current generation equipment.

Vapor Incinerators: In the late 1980s, the burners and re-

fractory of the three vapor incinerators were deteriorating. In
1988 and 1989, the refractory, burners, and burner controls
were replaced to keep the incinerators operating. The refrac-
tory initialy selected for this application was inadequate and/
or operating temperature was exceeded, and the refractory
deteriorated rapidly. The high grade, high temperature refrac-
tory installed in 1990 has performed well.

The incinerators received a thorough inspection by the re-
fractory vendor in 1996 and 1997 and showed good perfor-
mance with no need for major repair or replacement. However,
the incinerator burners and controls were modified when the
marine vapor control system was added. This work expanded
the rating of the incinerators and updated the control system
to integrate it with the terminal-wide controls upgrade.

Theincinerator equipment receives periodic preventivemain-
tenance to keep it operating in compliance with the applicable
air quality permit and to sustain long-term operation. The re-
fractory shows no sign of failure or need for major repair in
the near future. Nevertheless, the configuration of the three
incinerators allows one to be out of service for repair or main-
tenance without affecting the operation of the vapor manage-
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ment systems.

Marine Vapor Control: The U.S. Environmental Protection
Agency issued aregulation in 1995 under SubpartY of 40 CFR
63 requiring collection of hydrocarbon vapors from marine

vesselsduring loading activities. The marine vapor control sys-
tem was installed at Berths 4 and 5 in 1997 in response to this
requirement. During engineering of the system, attention was
given to design and materials that would provide a long, low
maintenance life for the system. The design benefited from
lessons learned from operating the tank farm vapor recovery
system for almost two decades.

An area of emphasis in designing the marine vapor control
system was the selection of piping material. Corrosion studies
were conducted, and a decision was made to use a duplex
stainless steel material, which is highly resistant to corrosion
from the acidic condensate that occurs in the vapor piping.
The duplex stainless steel is aso resistant to corrosion from
chlorides, which are carried over from the saltwater flue-gas
scrubbers used on the marine vessels. The duplex stainless
steel provides essentially maintenance-free material for the pip-
ing system. After the first year of service, an examination
showed no corrosion of the duplex stainless steel material.
The piping is aboveground and accessible if repair or replace-
ment is needed.

A detonation arrester system was developed by Fenwal
Safety Systemsfor use in the vapor control system at Berths 4
and 5. This system was developed in 1995 and three areas of
concern were identified in the first year of operation: corro-
sion of the aluminum valve gate, reliability of infrared detec-
tors, and reliability of set point calibration of the detonation
pressure detectors.

The aluminum gate of the Fenwal valve experienced corro-
sion and binding that prohibited proper operation of the valve.
The condition was discovered during periodic testing and was
attributed to sodium bicarbonate suppressant powder, which
had been released a few months earlier because of a malfunc-
tioning switch. The need to remove the powder and clean the
pipe had not been recognized, and powder packed between
thevalve gate and body prevented the gate from moving freely.
The sodium bicarbonate powder aso accelerated corrosion of
the aluminum gate.

The solution to the powder accumulation problem was to
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clean the valve and adjacent piping and to institute a require-
ment to perform this cleanup if the suppressant powder were
released again. The cleanup of suppressant powder eliminates
binding of the valve gate and prevents continued exposure of
the aluminum to the sodium bicarbonate and associated accel-
erated corrosion. In addition to corrosion from sodium bicar-
bonate, the Teflon coating on the aluminum gate was
deteriorating where condensed liquids from the vapor accu-
mulated near the bottom bore of the gate. While this did not
pose immediate problems to proper valve functioning, along-
term solution was needed. A spare valve and gate were pro-
cured and installed. Evaluation is underway to decide the best
long-term course of action of either developing an improved
gate/coating material or performing periodic gate replacement.

The infrared detectors were designed to fit the specific size
and configuration required by the vapor piping. Initial reliabil-
ity of the detectors was unsatisfactory for long-term opera-
tion because of ground-fault trouble conditions. Fenwal and
APSC worked on improvements to bring the detectors to an
acceptablelevel of reliability. Throughout the upgrade process,
the system diagnostics would sense a malfunction and shut
down the vapor control system to a safe condition. Thus, va-
por collection was not performed without the protection of-
fered by a functioning detonation arrester system.

In March 1999, the Fenwal system was actuated by afalse
alarm during a purging procedure, which involved pressuriz-
ing the piping with nitrogen. The suspected cause was a pres-
sure detector whose set point had drifted lower than the normal
calibration. Fenwal and APSC determined that the switch set
point drift was not outside the level needed to detect a detona-
tion. While it caused a few activations of the system, the va-
por collection system was not operated without the protection
of afunctioning detonation arrester system.

Berths 4 and 5 are equipped for marine vapor control. If the
pipelinethroughput increasesto the point that crude oil loading
requirements exceed the capacity of the two berths, additional
loading capacity could be obtained by adding vapor collection
to another berth. The compressor configuration and incinera-
tor capacity will accommodate such an addition. Routine and
major berth maintenance will continue as long as the berths
are in regular service. The vapor control regulation covering
the berthsincludes a 40-day maintenance allowance each year
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(40 CFR 63.562[d][2][ii][B]). Maintenance activities will be
planned so that the work is accomplished within this time
frame.

Storage Tank Vapor Valves: The vapor valves at each stor-

age tank have been changed from carbon steel valvesto stain-
less steel butterfly valvesto provide corrosion resistance and a
maintainable unlimited life. Most of the valves were replaced
in the late 1980s. Individual inlet/outlet valves are in place on
each of the 18 crude oil storage tanks. The tank valves are
individually maintainable and repl aceabl e, and maintenance on
the valves can be performed without taking more than one
tank out of service.

Inert Gas Scrubbers: The inert gas scrubbers contain stain-

less steel internals and have shown good performance with no
need for replacement or major maintenance. Since there are
two scrubbers, operations can continue with one out of ser-
vice for maintenance.

Oxygen Analyzers: To enhance the safety of the vapor man-
agement systems, oxygen analyzers are provided at strategic
locations throughout the system. In the early 1990s, the oxy-
gen analyzers for the tank farm vapor recovery system were
upgraded to provide current technology instrumentation and
redundancy of analyzers. Oxygen analyzers provide a safety
and monitoring method to support reliable operation. The ana-
lyzersareinstrumentation components, which aredirectly main-
tainable and replaceable. The use of multiple and redundant
oxygen anayzersallowsfor maintenance or replacement with-
out impacting TAPS operations.

For the marine vapor control system, redundant oxygen ana-
lyzersare provided at the berthsto monitor the vapor collected
from the ships. Additional redundant oxygen analyzersare pro-
vided at the compressors. The oxygen analyzers at the berths
are required by U.S. Coast Guard regulation (33 CFR
154.120[f] and 154.124[f-h]), and became a topic of attention
in early 1999, the first year of operation of the marine vapor
control system. The regulations for such systems require that
changes to the system be reviewed by the Coast Guard. This
level of regulatory interaction was new to APSC, and some
changes were made to the oxygen analyzer flow sensing and
diagnostic instrument without the proper review. The APSC
reversed the changes and proceeded with proper submittal of
changes to the Coast Guard.
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The APSC also undertook an exhaustive analysis of the op-
erability and maintainability of the oxygen analyzersusing the
RCM methodology. This analysisled to recommendations for
improvements of the berth oxygen analyzers. Throughout the
analysis and changes, the vapor control system was operated
safely, and the requirement for shutting down the system upon
high levels of oxygen was not violated.

El ectronic I nstrumentation and Control System: During 1996
and 1997, the instrumentation and control system for the va-

por management systems, incinerators, compressors, tanks,
berths, etc., was converted to the current state of the industry
using a computer based distributed control system. This con-
version replaced equipment approaching obsolescence. Com-
ponents of the instrumentation and control system are
individually maintainable and replaceable.

2.10.2.3 SumMARY STATEMENT OF CONDITION

The current condition of the vapor management systemsis
good and will remain so with continuation of the current main-
tenance program. The 1990s saw extensive engineering ef-
fort, maintenance, and equipment upgrades to all aspects of
the vapor management systems. These improvements have
placed these systems in a condition for reliable operation for
the foreseeable future.

2.11 ELECTRICAL SYSTEMS

2.11.1 DESCRIPTION

Theelectrical systemsincludeall generators, switches, trans-
formers, motors and other equipment necessary for operation
of TAPS. Most of these systems are located at the pump sta-
tions and the VMT. The electrical components are generally
standard equipment that have been used in similar applications
elsewhere. The design criteria for the use and installation of
electrical system components are given in the Design Basis
Update (DB-180).

The operations at the pump stations and the VMT are al-
most completely dependent on the electrical supply system at
that facility. The control systems, communications, auxiliaries
on al the mainline pumps and turbine drivers, starter motors,
heating and ventilation systems, mainlinevalves, and many other
components and systems necessary for safe pipeline opera-
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tions are operated by electric power. Each facility has onsite
generators with full backup capacity. The primary sources of
electrical power at PS 1, 3, 4, 5, and 7 are Garrett dual fuel
turbogenerators, since commercial electrical power isnot avail-
able at these locations. Commercial utility electrical power is
the primary power source for PS 9 and 12. (The other four
pump stations are on standby.) PS 9 and 12 also have onsite
generation capacity and can maintain full operationif the utility
loses power.

The Garrett units provide 480-volt continuous power using
natural gas as the primary fuel sourcefor PS 1, 3 and 4. These
units can be switched over to operate on liquid turbine fuel in
the event that the source of natural gasis disrupted. The gen-
erators at pump stations south of the Brooks Range are pow-
ered with liquid turbine fuel purchased from commercial
suppliers. The ratings of the prime generators at the pump
stations (Garrett units) vary depending on elevation and maxi-
mum ambient temperature; the ratings range from 411 kilo-
watts (kW) at PS 12 to 485 kW at PS 1. The number of units
at a pump station is determined by the power requirements of
that station and ranges from one to amaximum of fiveat PS 1.
In addition to these primary units, each station has at |east one
backup generator unit (the lifeline generator) for use in the
event of total failure of the primary units. All of the pump
stations are also equipped with an emergency backup genera-
tor which can be used if the lifeline generator fails; the emer-
gency backup generator can also be used to support
maintenance on the primary and lifeline units.

The electrical generation and distribution system at each
pump station is segregated into two main buses, the primary
power bus and the lifeline power bus; these two buses are in
two different buildings at each pump station. There are three
separate direct current power systems at the pump stations
(120 volts, 48 valts, and 24 volts), each with a battery bank, a
charger, and a circuit breaker panel. The systems provide
power for communication systems, station supervisory con-
trol, station control panel, control circuits for certain motor
control, and certain emergency standby equipment and lights.

Electrical power at the VMT isprovided by three 12.5-mega-
watt (MW) steam turbine driven generators, a 1.05-MW die-
sel generator, and a1.67-MW diesel generator. Thethree steam
turbine driven generators are the primary power sources, with
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the two diesel generators serving as backup. Steam for the
turbine driven generators is supplied by a boiler; a separate
boiler is used for each of the three units. The boilers are fired
with hydrocarbon vapors supplied by the VMT vapor man-
agement systems for controlling hydrocarbon emissions from
the crude oil storage tanks and the tankers; purchased diesel
fuel is used to supply the remainder of the fuel requirements
for these boilers. Power distributionisat the 13.8-kilovolt (kV)
generation voltage. The 15-kV switchgear is divided into two
bussesthat are connected through anormally closed tiebreaker.
Thiselectrical power system provides power to all parts of the
VMT and is used for motors, heating, lighting, control, and
instrumentation.

The balance of the electrical systems includes distribution
equipment such as switchgears, transformers, and motor con-
trol centers. Critical to the safe operation of TAPS are the
uninterrupted power supply (UPS) and battery banks that sup-
ply continuous power to communications and pipeline control
systems. The control systems at the pump stations that regu-
latethe crude oil pressuresin the pipeline and operate the saf ety
shutdown circuits are on battery backed power sources; bat-
tery backed power sources are also used on the fire protection
systems.

Commercia electric power is used to operate the refrigera
tion units at MLR 1, 2, and 7. These three sites and some
pump stations have mechanical refrigeration equipment that is
used on TAPS to keep subsurface soil frozen. Each of the 62
RGV sites has a large battery bank that is capable of stroking
the valve severa times and maintaining communications for
several days without the need for recharge. Commercial elec-
trical power is used to charge the batteries and is the primary
power source for 16 RGV sites; backup power for these sites
can be provided by a small Rankine cycle turbine driven gen-
erator rated at 600 watts to charge the batteries. The other 46
sites have two of the small Rankine cycle turbine driven gen-
erators to charge batteries, provide heat, and operate control
systems. Hence, there are three sources of electric power for
each of the 62 RGV sites.

2.11.2 M ONITORING AND M AINTENANCE ACTIVITIES

Routine maintenance of the electrical system components
is performed as indicated in accordance with standard indus-
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try practices. Very few changes have been made to the power
supply systems at the pump stations and the VMT. The instal-
lation of the marine vapor recovery system at the VMT has
provided additional fuel for generation of steam for usein the
turbine driven generatorsat the VMT. Information on the main-
tenance activities for the incinerators used to provide steam
for the boilers at the VMT is given in Section 2.10.2.2. A sec-
ond emergency generator was installed at PS 3; the connec-
tion of the emergency generator at this pump station was
changed from the primary bus to the lifeline bus. Also, the
batteries at the pump stations and the 62 RGV sites were re-
placed with new batteries from 1995 through 1999.

In the early 1990s, a number of concerns were raised re-
garding the electrical systems. The main issues were related to
the maintenance of documentation (primarily drawings) used
to operate and maintain the systems. In the past, electrical
system additionsand modificationswere at times not well docu-
mented. Design information was difficult to locate, and draw-
ings were often incomplete, inaccurate, and sometimes even
unavailable. A number of documented OSHA and National Elec-
trical Code (NEC) violations and alleged unsafe conditionsled
to athorough inspection of OSHA requirements and resulting
repair effort for the electrical systems. These included every-
thing from inadequate conduit and cable tray supports to un-
listed electrical equipment and improperly grounded devices.

All these items were corrected or otherwise acceptably ad-
dressed in 1994 to 1996 under the AKOSH (Alaska Occupa-
tional Safety and Health)/NEC Safety Compliance (ANSC)
project. The JPO provided a significant amount of oversight
on this project. The ANSC project involved an extensive in-
spection process to identify OSHA electrical codeissuesin all
TAPS facilities. These issues were evaluated by APSC engi-
neering and were repaired or awaiver was obtained. When the
repair involved a modification, the drawings were updated. In
addition, an extensive historical database was created to docu-
ment the disposition of each issue.

The electrical inspections and other audits in the early and
mid-1990s al so identified anumber of deficienciesinthe meth-
ods used to design, install, and maintain the electrical (and
other) systems and their documentation. As aresult, a number
of one-time efforts were undertaken to determine, correct,
document, or improve the condition of the electrical systems.
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These efforts included:

-Completion of areview, analysis, and consolidation of elec-

trical areaclassificationsand areaclassification drawingsin

1995,

-Completion of an RGV cable and conduit study resultingin

modifications to these systemsin 1996 and 1997,

-Completion of areview of drawings to ensure that the as-

built drawings were accurate. This effort identified critical

drawings for the -1 and |-2 electrical systems which were
then checked to ensure their accuracy,

-Replacement of all RGV batteries, and

-Completion of arandom sampling audit of electrical draw-

ings for accuracy.

The net result of these efforts was to ensure that the el ectri-
cal systemswere determinate safe and accurately documented.

The design of the electrical systems for TAPS is governed
by the design basis, which isgiven in the Design Basis Update
(DB-180). The design basis requires the electrical systems to
be designed, installed, and maintained in accordance with the
NEC and OSHA regulationsin place at the time of installation.
Some specific requirements such as area classifications, illu-
mination levels, and lightning protection are addressed in other
industry codes and standards. Due to the remote locations of
somefacilities, the power supply and distribution systems have
been designed with considerable excess capacity and redun-
dancy to assure reliability of electrical power for safety of
personnel aswell as pipeline and terminal operations.

Over thelife of the TAPS, the original design and additions
to it have proven to be safe, robust, and highly reliable. An
initial high level of reliability has been further increased over
the years through studies, the addition of generation capacity,
and proactive maintenance. Deficiencies relative to the docu-
mentation and installation of modifications made over theyears
were addressed and resolved in the mid-1990s. Work processes
and auditing methods have been put in place to assure that the
electrical systems remain safe and well documented in the fu-
ture. The JPO and APSC audit and surveillance personnel con-
tinue to focus attention on this area, and as aresult, the APSC
has continued to improve the work processes supporting in-
stallations and documentation.

Some of the major effortsinitiated to increase reliability in-
cludethefollowing:
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‘A risk assessment was performed following a generator
fire at PS 1 in the mid-1980s. This risk assessment lead to
extensive modifications to the generating system,

-A reserve power study was completed for PS 3 and 4,

-A complete VMT electrical system study was conducted in
the early 1990s as a result of a power outage that occurred
at the VMT, and

-A line-wide power load study was conducted in 1984.

In conjunction with the efforts noted above, systems and

curate and timely incorporation of as-built conditions onto
critical electrical drawings.

-Engineering Manual: The APSC TAPSEnNgineering Manual
(PM-2001) governs the process for designing, installing,
and documenting modificationsto facilities, including aman-
agement change process for critical systems.

- Electrical Standards: The APSC has developed a series of
standards and specifications for electrical components and
systems. These standards are periodically reviewed and

processes have been put in place to assure that the electrical updated.
-Staffing: Electrical designers and engineers are now as-

signed to field locations, Alaska state certificates of fitness

systems remain determinate, safe, and properly documented
in the future. These efforts include:

-Quality Program: The APSC has implemented a compre-
hensive quality program governed by the requirementsiden-
tified in the Quality Program Manual (QA-36).

-Preventive Maintenance: Preventive maintenance programs
for critical equipment such as generators, switchgear, break-
ers, batteries, UPS systems, and motors have been in place
for years. The results from these programs undergo con-
tinuous review to determine trends from which the perfor-
mance of electrical equipment can be continually improved.
-As-Built Maintenance Process: The APSC As-Built Main-
tenance Process (EP-004) contains procedures to assure ac-
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are required for personnel performing electrical work, and
verification of these certificatesis done annualy.

2.11.3 SUMMARY STATEMENT OF CONDITION

The TAPS electrical systems are in good operating condi-
tion and are monitored and maintained to ensure their reliabil-
ity. Electrical equipment isreplaced and upgraded as appropriate
to maintain operability of the pipeline. Documentation has been
updated to reflect as-built conditions. The equipment and sys-
temsareinstalled consistent with NEC and OSHA requirements
and can continue to support operations of the pipeline for the
foreseeable future.
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Chapter 3

Conclusions

he TAPSisin overall good condition. Thisisaresult

of a combination of the procedures and materials

used to design and construct the pipeline, and the on-
going monitoring and maintenance program. The JPO and APSC
have worked in a cooperative manner to ensure the integrity of
the pipeline. Various components have been upgraded and re-
placed to either take advantage of new technology or to re-
place worn or damaged components. Major activities include
the replacement of 24 VSMs (18 at Squirrel Creek [MP 717]
and 6 south of PS 12 [MP 735]), five pipeline valves (3 RGVs
and 2 CKVs), two sections of belowground pipe (near Atigun
Passin the Brooks Range and near the Dietrich River), and the
floors of five pump station tanks and 14 VMT crude oil stor-
age tanks. Other activitiesinclude the upgrading of computers
and communications systems, maintenance of the soil cover
over thefuel gas pipeline, and correction of slope stability prob-
lems. There are numerous additional maintenance and upgrade
activities that are addressed in this report. These are in addi-
tion to the routine maintenance activities that are common to
all engineered facilities.

The pipeline has a high degree of operational flexibility and
can accommodate a wide array of conditions. The changes
made to pipeline operations to address pipe vibrations at Th-
ompson Pass due to slackline conditions are indicative of the
flexibility of this system. The APSC has been at the forefront
of developing techniques for monitoring pipelines and devel-
oping procedures for corrosion control. Developing innova-
tive approaches for addressing problems as they arise has been
instrumental in the continued safe operation of the pipeline.
The JPO and APSC have worked together to identify and de-
velop procedures for implementing appropriate corrective ac-
tions.

While TAPSismorethan 25 yearsold, it still remainsavery
robust system. Anillustration of the durability of thepipelineis
itsresponse to the large earthquake that occurred on the Denali
Fault 55 miles west of the pipeline on November 3, 2002. This
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Displaced shoe from VSM near MP 588 after magnitude 7.9
earthquake on Nov. 3, 2002, approximately 45 miles north/north
east of Cantwell, Alaska on the Denali Fault (photo courtesy of
APSC).

earthquake measured 7.9 on the Richter scale and caused ex-
tensive damage to public roads and other facilitiesin the area.
Although the pipeline moved an estimated seven to nine feet
horizontally and two to three feet in the air during the earth-
quake, it was not breached and no oil was released. Automatic
controls initiated shutdown activities when the earthquake
struck, and APSC personnel at the OCC took manual control
of the pipeline and brought TAPS to a safe shutdown condi-
tion within an hour. A number of VSMs were damaged in the
areawhere the pipeline crosses the Denali Fault. The pipeline
and valves in this area were checked and temporary repairs
madeto the bents; oil began flowing through the pipelinewithin
three days. The TAPS is being evaluated for any additional
structural damage and repairs will be made as appropriate.
Continued operation of TAPS is contingent on the continu-
ation of an aggressive and thorough monitoring and mainte-
nance program. This is especially important as the pipeline
ages. The RCM strategy is currently being implemented for
use on TAPS to ensure the functionality of critical systems
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and subsystems. There are a number of areas where the need
for improvements have been identified, and enhancements and
corrective measures are in progress; these include fire protec-
tion, telecommunications, and electrical systems. These areas
are not independent, and problems in these systems can im-
pact the overall functionality of other systems, e.g., electrical
systems are integral to all other TAPS components. The RCM
processis being used to support such evaluations and develop
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maintenance strategies.

In summary, the current condition of TAPS is sound. Pro-
cedures and processes are in place to identify and perform
appropriate corrective actions to maintain this condition. The
history of past operations has been good, and APSC has per-
formed the necessary maintenance actions to ensure the long-
term integrity of the pipeline.
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